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Abstract—The enterprise Wi-Fi networks enable the collection
of large-scale users’ mobility information at an indoor level. The
collected trajectory data is very valuable for both research and
commercial purposes, but the use of the trajectory data also
raises serious privacy concerns. A large body of work tries to
achieve k-anonymity (hiding each user in an anonymity set no
smaller than k) as the first step to solve the privacy problem. Yet
it has been qualitatively recognized that k-anonymity is still risky
when the diversity of the sensitive information in the k-anonymity
set is low. There, however, still lacks a study that provides a
quantitative understanding of that risk in the trajectory dataset.

In this work, we present a large-scale measurement based
analysis of the low-diversity risk over four weeks of trajectory
data collected from Tsinghua, a campus that covers an area of
4 km?, on which 2,670 access points are deployed in 111 buildings.
Using this dataset, we highlight the high risk of the low diversity.
For example, we find that even when 5-anonymity is satisfied, the
sensitive attributes of 25% of individuals can be easily guessed.
We also find that although a larger k increases the size of
anonymity sets, the corresponding improvement on the diversity
of anonymity sets is very limited (decayed exponentially). These
results suggest that diversity-oriented solutions are necessary.

I. INTRODUCTION

Nowadays, mobile Internet plays an important role in peo-
ple’s daily life. People are used to carrying their mobile
devices everyday, and heavily depend on them for work,
entertainment, shopping, social events, etc. Among different
wireless communication techniques, Wi-Fi has become a very
popular one and is widely supported by mobile devices, such
as mobile phones, tablets, and portable game consoles. In
recent years, universities, companies, cities, and commercial
providers often deploy enterprise Wi-Fi networks for large
local areas (e.g., campus, buildings, airports, hotels, public
transportations, and shopping centers) to offer the mobile
Internet access [2, 3]. With ubiquitous carried-on mobile
devices of people, the enterprise Wi-Fi networks have a good
opportunity to track people at an indoor level, which is more
fine-grained than GPS based [24, 26] or cellular basestation
based [12, 14, 25] measurements. Such trajectory datasets are
full of value and can be used in many fields, e.g., location
based social networking [10, 26], proximity marketing [4], mo-
bility modeling [12, 19], and intelligent transportation [9, 24].

Meanwhile, however, the trajectory related information is
very sensitive. For example, the top two most visited locations
of a person are likely to correspond to home and work
locations [25]. Users’ privacy could be seriously breached
if the trajectory data is not properly sanitized before being
published to the public or used internally. For example, a
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prior study [12] shows that because of the high uniqueness
of users’ mobility patterns, although users’ identifiers are
anonymized, one can still pinpoint 95% of users in a trajectory
dataset (called the re-identification attack) using five random
spatiotemporal points.

Motivated by the above privacy risk, there is a large
body of work [5-8, 14, 25] that aims to preserve privacy
when publishing trajectory datasets. Among those methods,
k-anonymity [21] is widely used to sanitize the trajectory
dataset in order to prevent the re-identification attack. In
particular, it guarantees that each individual is indistinguish-
able from at least £k — 1 others (hidden in an anonymity
set no smaller than k). However, it has been qualitatively
recognized that k-anonymity is not enough for preventing
sensitive attribute disclosure [18], especially in front of the
probabilistic inference attack. Consider the example that 10
users including the target are in the same anonymity set, but
they have the same or very similar trajectory, then it is easy
for the adversary to know the target’s sensitive attribute (e.g.,
top two locations) without the need of distinguishing him or
her from others in the anonymity set.

The above potential risk calls for a high diversity of sensitive
attributes in anonymity sets, in addition to k-anonymity, to
prevent sensitive attribute disclosure. Yet, this direction has
not been explored very much for the trajectory dataset, al-
though there are some solutions designed for the traditional
relational data, e.g., [-diversity [18]. Given the fact that many
existing sanitization solutions for the trajectory dataset are
still k-anonymity based, it is valuable to know whether and
how k-anonymity helps improve the diversity, or how much
risk still remains when k-anonymity is already achieved. The
answer to the above question has important implications re-
garding the potential privacy risk of the trajectory dataset, and
also provides the motivation to design more effective diversity-
oriented sanitization solutions for the trajectory dataset. To the
best of our knowledge, however, there still lacks a study to give
a quantitative answer to the above question.

In order to bridge this gap in quantitatively understanding
the low-diversity risk of the trajectory data in the wild, we
provide a large-scale measurement based analysis. To this end,
we collect four weeks of Wi-Fi trajectory data from Tsinghua
University, a campus that covers an area of 4 km?, on which
about 42,000 students and 11,000 faculty and staff members
are living. There are 2,670 Cisco enterprise APs (Access
Points) being deployed in 111 buildings of the campus. This
dataset (§II-A) offers us a valuable opportunity to analyze the
diversity of large-scale users’ trajectory at an indoor level.



Our contributions are summarized as follows:

e In this paper, we present what we believe to be the first
quantitative study of the low-diversity risk of the trajectory
dataset at an indoor level.

e Our analysis highlights a very high risk of the low diversity
in the trajectory dataset (§III). For example, we find that
even for the data satisfying 5-anonymity (i.e., all individuals
are hidden in a group of no less than 5), the sensitive
attributes of 25% of individuals can be easily guessed.
Worse still, the problem keeps getting more serious for
smaller k.

e We also characterize the relationship between the diversity
and k-anonymity, and find that increasing & helps improve
the diversity, but its effectiveness decays exponentially as
k goes up. In addition, achieving larger £ (> 5) can
significantly destroy the utility of the data. Thus, we cannot
expect to use k-anonymity with a large k to solve the
problem, but need to design diversity-oriented solutions.
The rest of the paper is organized as follows. §II describes

the dataset we collected and provides the background of

trajectory privacy we would like to study. §III analyzes the
diversity and its relationship with k-anonymity. §IV reviews
the related work, and §V concludes the paper.

II. BACKGROUND

In this section, we first describe the Wi-Fi trajectory dataset
we collected from a large enterprise wireless local area net-
work — Tsinghua campus Wi-Fi network. Then we introduce
the background regarding the trajectory privacy issue we study
in this paper.

A. Wi-Fi Trajectory Dataset

We collect a four-week Wi-Fi trajectory dataset from Ts-
inghua University. This dataset contains 154,354 distinct de-
vices’ trajectories. The Tsinghua campus covers an area of
4km?, on which about 42,000 students and 11,000 faculty and
staff members are living. There are 2,670 Cisco enterprise
APs being deployed in 111 buildings, including classrooms,
departments, administrative buildings, libraries, dormitories,
and others. Those APs are controlled by 14 Cisco wireless
controllers.

In order to obtain the trajectory information from the
Tsinghua campus Wi-Fi network, we locate devices by polling
the device association and probing logs from the APs via
SNMP every five minutes'. Therefore, our dataset contains
the position snapshot of both the devices that are associated
to the APs, and the devices, not associated, but whose 802.11
probing can be sensed by the APs. This measurement enables
us to discover more devices in the campus, regardless of the
fact whether the devices are connecting to the APs or not.
Moreover, in this way, we are able to measure a more complete
trajectory of devices. For example, when a device occasionally

I The interval of 5 minutes is much more fine-grained than prior trajectory
datasets [12, 25], whose interval could be hours. We do not sample the data
at a higher frequency in order to avoid overloading the wireless controllers.

uses rogue APs [20] such as personal hotspots, its broadcasted
probing can still be tracked by the APs.

Using those association and probing logs, we generate the
trajectory dataset of devices. In particular, Table I lists the
fields of the dataset. We distinguish devices using the device
mac addresses (anonymized by hashing). As for the device
location, because one device could be seen by several APs
either through association or probing at a time, we need a way
to represent the device location. One possible solution is to use
indoor localization technologies, such as triangulation [17].
However, obtaining the absolute position of those 2,670 APs
would take a huge effort. Instead, we take advantage of
the fact that each AP in Tsinghua is carefully named by
operators using its semantic location “building-floor-room-
AP”. We represent the device location using the name of the
AP which receives the strongest signal from the device. This
method gives a reasonable estimation of the nearest AP to
the device [23]. Therefore, rather than geographic locations
(e.g., GPS), our trajectory data is based on semantic locations,
which is similar to [22]. The time and location of a record
form a spatiotemporal point, and all the spatiotemporal points
belonging to a device form the trajectory of the device.

TABLE I
SELECTED FIELDS OF THE DATASET.

[ Field

Value Example |

Device ID (anonymized MAC address) | 118974
Time of record 2015-11-20 18:05
Location (Associated/probed AP Building Nt[:m building
receiving the strongest signal from Floor 3
the device) Room #2

AP #1
Building Type Administrative building

In summary, our dataset differs from others in several
aspects. (1) Temporal sampling rate: our trajectory is derived
from Wi-Fi data, which enables us to sample the trajectory
at a consistent and high frequency (i.e., every five minutes).
In contrast, the sampling interval of another commonly-used
data source for the trajectory, namely Call Data Records
(CDR) [12, 14, 25], is varying and long (depending on whether
users call or not). (2) Location type and granularity: our
dataset can describe the semantic location at indoor level.
For example, a device can be located at “Main building, 5th
floor, room #2, close to AP #1”. Neither GPS based [24, 26]
or cellular basestation based [12, 14, 25] trajectory data can
provide such accurate and meaningful indoor information. (3)
Data scale of Wi-Fi based trajectory datasets: we collect data
from over 150,000 devices in a campus where 2,670 APs are
deployed; a past dataset [22] contains only 6,000 devices and
623 APs. (4) Data format: our data is the typical “trajectory-
only” data, that is, the data only contains the trajectory of each
individual. This kind of data is relatively easy to collect, and
is also suitable for studying the privacy issue of the trajectory.
Some datasets consist of the trajectory and other sensitive
attributes, such as diseases [11], but they are outside the scope
of this paper.



B. Privacy Attack on Trajectory Data

When publishing trajectory datasets, preserving user privacy
is a critical task. Among several privacy risks [13], we study
a typical one — sensitive attribute disclosure. In particular, an
adversary knows that the target individual ¢ is in the dataset.
For example, a student of Tsinghua (who uses Wi-Fi of mobile
devices) should be in our dataset. Then, the adversary wants
to find out the sensitive attributes of ¢ from its trajectory, such
as home or work locations. Since our focus is on trajectory-
only data, we only consider sensitive attributes regarding the
trajectory.

We formally describe the problem as follows (Fig. 1).
The adversary’s knowledge about ¢ forms the quasi-identifiers
of i, denoted by QID;. Similar to sensitive attributes, for
the trajectory-only data, QID; should be only related to i’s
trajectory, such as random three spatiotemporal points of .
Then, adversary can determine the individuals whose quasi-
identifiers are the same with QI D;. These individuals form the
anonymity set of i, denoted by .S;. The goal of the adversary
is to infer the sensitive attributes of ¢, for example the top two
locations of ¢, based on S;.

Trajectory (only) data

Trajectory
(Ty,Locy) = (Ty,Log)->...

BlWINIR O

Filter by QID;
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Anonymity set of i

D | Sensitive Attribute D
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Fig. 1. Sensitive attribute disclosure of ¢ on the trajectory-only data.

To succeed in finding the sensitive attributes, one special
case is that |S;| = 1, which is called the re-identification
attack (case 1 in Fig. 1). It indicates that the adversary can
identify ¢ in the dataset. Prior studies show that this case could
be very common because of users’ highly unique mobility
patterns. For example, [12] shows that using five random
spatiotemporal points can pinpoint 95% of users uniquely.
Because the re-identification attack definitely leads to sensitive
attribute disclosure, many studies [5, 6, 14] try to prevent
the re-identification attack as an initial step towards privacy-
preserving trajectory data publishing. The key idea of those
methods is to sanitize the dataset to realize k-anonymity, i.e.,
|S;| > k,Vi in the data. The larger k is, the more robust the
data is against the re-identification attack.

However, it has been recognized that k-anonymity is not
enough for preventing sensitive attribute disclosure [18], es-
pecially in front of the probabilistic inference attack (case 2 in

Fig. 1). Consider an extreme example that |S;| = 3, but all the
three individuals in S; have the same sensitive attributes, so
it is easy to infer the sensitive attribute of ¢ without the need
of distinguishing 7 from others in .S;. This potential risk calls
for a high diversity of sensitive attributes (diversity for short)
of the anonymity sets to prevent sensitive attribute disclosure.

In summary, in order to be more privacy-preserving, tra-
jectories in a dataset should be similar in terms of quasi-
identifiers (realizing k-anonymity) and diverse in terms of
sensitive attributes (against the probabilistic inference attack).

C. Motivation and Problem

In the domain of traditional relational data, where the
quasi-identifiers and the sensitive attributes are independent,
there already exists data sanitization methods considering
the diversity, such as [-diversity [18]. Realizing the goal
is, however, more challenging on the trajectory-only data,
because the quasi-identifiers and the sensitive attributes are
both derived from the trajectory information, and can thus
be inter-dependent. For example, the quasi-identifier is the
random three spatiotemporal points, and the sensitive attribute
is the top two locations. In this context, realizing the similarity
on the quasi-identifiers, and the diversity on the sensitive
attributes are conflicting, and thus more challenging to satisfy
(as briefly discussed in [5]). Therefore, many existing data
sanitization methods for trajectory datasets [5, 6, 14] only
focus on k-anonymity without considering the diversity.

The good news is that, intuitively, k-anonymity might
help improve the diversity as it limits the minimal size of
anonymity sets, thus the anonymity sets could potentially be
more diverse. But what is the case in the wild? Given the
fact that many solutions are k-anonymity based, it is valuable
to know whether and how the size of anonymity set helps
improve the diversity, or how serious problems can still be
caused by the low diversity when k-anonymity is already
satisfied. For example, if the problem is trivial, then trajectory
datasets are relatively safe after using existing k-anonymity
based data sanitization solutions; otherwise, we should be
aware of the risk of the low diversity, and such a result can
also motivate the design of more effective diversity-oriented
sanitization solutions for trajectory datasets.

To the best of our knowledge, however, there still lacks
a measurement study to provide a quantitative understand-
ing on the above questions. Our work aims at providing
such knowledge by analyzing our large-scale Wi-Fi trajectory
dataset. In particular, we would like to answer the following
questions:

e What is the diversity of the trajectory dataset?

e What is the relationship between k and the diversity? Does a
larger k help improve the diversity? If so, will the diversity
problem be solved by k-anonymity?

Note that, we do know that the data utility is another
major concern of the data. It is often a trade-off between the
data utility and the privacy [14, 25]. However, in this work
we focus on studying the diversity and its relationship with
k-anonymity. We consider the data utility as our future work.
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Fig. 2. Size and diversity of anonymity set (quasi-identifier: random three spatiotemporal points, sensitive attribute: top two locations)

III. DIVERSITY ANALYSIS OF THE DATA

In this section, we analyze the dataset described in §II-A
to answer the first two questions. We use different metrics
to evaluate the diversity of the dataset, and analyze the
relationship between the diversity and k.

A. Methodology

As aforementioned in §II-B, to measure the diversity of a
dataset, first we need to determine the quasi-identifiers and
the sensitive attributes. In this paper, we choose random three
spatiotemporal points of an individual as the quasi-identifier,
since such information is relatively easy for the adversary to
acquire [8]. E.g., the adversary can get the spatiotemporal
information from ¢’s posts on social networks, or that the
adversary met ¢ several times. As for the sensitive attribute,
we choose top two locations of an individual. According to
[25], top locations have significant implications of people’s
mobility patterns, thus causing serious concerns of privacy.
E.g., the top two locations are likely to correspond to home and
work locations [25]. That is, the adversary knows i’s random
three spatiotemporal points, and wants to find out ¢’s top two
locations from the dataset.

Given the above quasi-identifier and sensitive attribute, we
measure the diversity of each individual’s anonymity set as
follows. For each individual i, first we get its quasi-identifier,
namely the random three spatiotemporal points. Then, we
search the dataset to find the individual(s) that have the same
value of the quasi-identifier with ¢. These individuals form #’s
anonymity set .S;. To quantify the diversity of the sensitive
attribute in S;, we adopt three metrics. The first two are
commonly-used numerical metrics, and the third one is a
categorical metric defined by us.

e distinct-l: Distinct [-diversity [15]. There are distinct-l
distinct values for the top two locations in S;.

e prob-l: Probabilistic [-diversity [16]. The frequency of the
most frequent value of the top two locations is Iﬁ in S;.
prob-l reaches the maximum, ie., |S;|, when the top two
locations in S; are all different from each other.

e etg or ntg: Easy to guess or not. We categorize S; into two
classes. If the top two location of ¢ has the highest frequency
in §;, we say that S; is etg (not diverse), otherwise ntg
(diverse). The intuition is that with no assumption of the
background knowledge of ¢, it is natural to guess the most
frequent top two locations in \S; as i’s top two locations.
This simple guess will be correct if S; is etg.

B. Diversity of the Dataset

Since the diversity of an anonymity set is the lowest (regard-
less of metrics) when the size of the anonymity set is one, we
first would like to know how many anonymity sets belong to
this extreme case. In Fig. 2(a), we see that 65% of anonymity
sets have size of one, which means that those individuals are
highly unique in their mobile patterns and can be re-identified
easily with only three of their random spatiotemporal points.
This observation agrees with previous studies carried out on
CDR datasets [12, 14, 25]. The nature of the uniqueness of
the trajectory will no doubt significantly impact the diversity
as well. In particular, those 65% of anonymity sets have the
lowest diversity: their distinct-l and prob-l both equal one,
and they belong to etg. The distribution of the three diversity
metrics in Fig. 2(b), Fig. 2(c), and Fig. 2(d) confirms this: the
fractions of distinct-l = 1, prob-l = 1, and etg are larger
than 65%.

In addition, we find that the uniqueness does not explain all
the low diversity. For example, Fig. 2(d) shows that 79% of
anonymity sets belong to etg. That means, excluding those
65% caused by the high uniqueness, there are still 40%

%) of anonymity sets belonging to etg even though
their sizes are no less than two! This observation shows that
k-anonymity could have a high risk of the low diversity,
and also motivates the following analysis of the relationship
between the diversity and k.

C. Relationship Between the Diversity and k

After seeing the evidence of low-diversity risk in the
k-anonymity dataset, it is natural to ask how serious the
problem is? Does this risk disappear if k increases? We answer
these questions by analyzing the relationship between the
diversity and k. To this end, we focus on the anonymity sets
whose sizes are no less than & (k = 1,2, ..., 20, respectively).
Then, we characterize how the diversity distribution changes
over these anonymity sets. The results are shown in Fig. 3,
and three main takeaways are as follows:

The diversity of anonymity sets are very low for a small
k. We observe that when k is relatively small (e.g., k < 5),
the diversity of many anonymity sets is very low, thus posing
a high risk for k-anonymity. In particular, Table II shows how
many anonymity sets have the low diversity when & = 5
(corresponding to £ = 5 in Fig. 3). We observe that, although
the anonymity sets contain no less than five individuals, at
most four distinct sensitive attributes can be found in 21% of
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anonymity sets (distinct-l < 4), and at most three distinct
sensitive attributes can be found in 10% of anonymity sets
(distinct-l < 3). For prob-l, the most frequent top two
locations account for more than 1/a (prob-l < 4) in 53%
anonymity sets, and even more than 1/2 (prob-l < 2) in 17% of
anonymity sets. Worse still, 25% anonymity sets belong to etg,
meaning that the top two locations of 25% of individuals can
be easily guessed from the most frequent top two locations in
their anonymity sets. These results quantitatively demonstrate
the high risk of the low diversity for k-anonymity.

TABLE 11
HOW MANY ANONYMITY SETS HAVE THE LOW DIVERSITY WHEN k& = 5.
- \ Fraction of
| distinct-l <x | prob-l <a | etg |

1 1% 1%

2 1% 7% | .,

3 10% 33% 25%

4 21% 53%

k-anonymity helps improve the diversity of anonymity
sets, but less effective as k increases. Overall, we see
that in Fig. 3, as k increases, the diversity of anonymity
sets becomes better. For example, the fractions of anonymity
sets with distinct-l < 4, prob-l < 4, and belonging to etg
are getting smaller. However, the curves visually present a
exponential decay rather than an ideal linear relationship. As
a result, the improvement on diversity brought by k-anonymity
is very limited. Add to that the fact that achieving large
k (> b) greatly destroys the utility of the data [14], one
cannot expect to use k-anonymity with large k to improve
the diversity. Instead, some more effective diversity-oriented
solutions should be specifically designed.

k-anonymity affects the three diversity metrics differ-
ently, and has the least impact on prob-l. We notice that
the relationships between k and different diversity metrics are
different. Since the low diversity represents a high risk and
thus is of more interest, without loss of generality, we focus
on modeling the relationships between k and distinct-l < 4,
prob-l < 4, and etg (curves in Fig. 3). Given the visually

exponential trends, we use the asymptotic regression model [1]
in the form y = a x b® + ¢ to characterize the relationships.
We fit the range of k£ from 1 to 30. The fitting curves and
corresponding functions are shown in Fig. 4(a). The residual
sum of squares (RSS) is 0.003, 0.013, and 0.028 for distinct-1
< 4, prob-l1 < 4, and etg, respectively. The slopes of the fitting
curves are shown in Fig. 4(b). We observe that when k£ is less
than 4, prob-l < 4 drops much slower than etg; when k is less
than 7, prob-l < 4 drops slower than distinct-l < 4. For larger
values of k, their slopes are much similar with each other.
In addition, the fitting curve of prob-I < 4 also converges
to a larger ¢ (i.e., 0.21) than the other two, which means in
about 20% of anonymity sets, there are over !/4 individuals
having the same top two locations (prob-l < 4), although these
anonymity sets are already larger than 30 (k = 30)! The above
result shows that k-anonymity is more vulnerable to the attack
based on prob-I.

IV. RELATED WORK

k-anonymity [21] commends that each individual is indistin-
guishable from at least k¥ — 1 others, i.e., walking in a group of
k. It is an effective countermeasure against the re-identification
attack, however, it fails to provide strong privacy protec-
tion under probabilistic inference attacks, which motivate
[-diversity [18] and t-closeness [15]. Our work deals with pri-
vacy preservation of trajectory dataset. As claimed in [14], this
is a very different problem from ensuring anonymity in rela-
tional micro-data. Within the domain of movement micro-data,
a.k.a. trajectory datasets, present widely used k-anonymity
based algorithms [5, 6, 14] are unsatisfactory when the di-
versity of the sensitive information in the k-anonymity set is
low. The risk of k-anonymity when confronted to attacks that
aim at revealing the sensitive attribute has been qualitatively
recognized in the context of moving object data [5]. Our
work provides a quantitative understanding of that risk in
the trajectory dataset. Inspired by [-diversity [18], we use the
distinct-l [15], prob-l [16], and etg or ntg (defined by us)
rather than the size of anonymity sets [25] to evaluate the
privacy vulnerability of the dataset.
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V. CONCLUSION

As people increasingly rely on mobile Internet and appli-
cations for their daily life, the trajectory data is now much
easier to collect and more important than before. Mining
such data can provide a huge research and commercial value,
such as helping understand the mobility pattern of users, and
providing useful insights for system design. However, for all
of its advantages, publishing trajectory data is a double-edged
sword in the sense that it raises serious privacy concerns.
Many sanitization methods have been proposed to protect the
privacy contained in trajectory data, and most of them are
based on k-anonymity, which is qualitatively known for being
vulnerable to the risk of the low diversity. However, there still
lacks a study that provides a quantitative understanding of that
risk in the trajectory data.

In this paper, we present what we believe to be the first
quantitative study of the low-diversity risk of the trajectory
dataset at the indoor level. We collect four weeks of trajectory
data from the Wi-Fi network of Tsinghua University, a 4 km?
campus with 2,670 APs deployed in over 100 buildings. This
dataset gives us a valuable opportunity to analyze the diversity
risk over a large-scale trajectory data at an indoor level. Our
study highlights a very high risk of the low diversity. For
example, we find that even for 5-anonymity, the sensitive
attributes of 25% of individuals can be easily guessed. We
believe that our study provides a good quantitative evidence
of the low-diversity risk in the trajectory data. Given the fact
that the trajectory data is important for both research and

business, we argue that more sophisticated diversity-oriented
sanitization solutions should be designed to further preserve
the privacy of the trajectory data, and we will investigate this
direction in our future work.
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