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WiFi is indispensable in our daily lives
¢ Overall WiFi Traffic Growth
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Millions

WiFi is indispensable in our daily lives!
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WiFi performance is far from satisfactory
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WiFi performance is far from satisfactory
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WiFi performance is far from satisfactory
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ing and mitigating web performance bottlenecks in broadband access
networks. In ACM Internet Measurement Conference, 2013.



WiFi performance is far from satisfactory
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Challenge: Large Search Space of AP parameters

P
25

! I - Channel )"
{ Prgcvserp; Jg@ {Channel?}% {Locahon?}@@ { Width? J% 9’

O
(&)o1t)

BLIND SEARCH among all re-
configuration possibilities

Don't know the efiect hefore there-
configuration



Configurable . WiFi Ho
2 WIFI Factors P
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Measuring WiFi Hop Latency: Background

Client AP Server
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Measuring WiFi Hop Latency: existing
approaches need client-side involvement
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Measuring WiFi Hop Latency: existing

approaches need client-side involvement
Client AP Server
s RTT: Using PING at client
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Measuring WiFi Hop Latency: all measurements on APs

Client AP Server Delay | Description
Type
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Measuring WiFi Hop Latency: all measurements on APs

Client AP Server Delay | Description
Type
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Measuring WiFi Hop Latency: all measurements on APs
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Measuring WiFi Hop Latency: all measurements on APs

Client AP Server Delay | Description
Type
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Measuring WiFi Hop Latency: all measurements on APs

Client AP Server Delay | Description
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Measuring WiFi Hop Latency: all measurements on APs

Client AP Server Delay | Description
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Measuring WiFi Hop Latency: all measurements on APs

Client AP Server Delay | Description
Type
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Data collection

¢ Real deployment in Tsinghua University in China.
** 47 free Netgear WNDR4300 router equipped with Openwrt
¢ 44 in dormitory, 3 in department of computer science

¢ Continuously collected from May 20 to July 20t
* Collected about 2 terabytes raw data trace
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Measurement Result
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WiFi hop latency >100ms

100

CDF(%)
(@)
o

.
.
-
.
5
-
L/ .
.
.
.
.
-
.
ol

-~
o
0
o
g
»
o
0
o
o

-..office normal hour -~ :

office rush hour —

dorm rush hour ----
dorm normal hour ——

10 108
DL+UL (ms)

1000 10000

90% packets’
WiFi hop latency >20mS

23



Measurement Result
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For nearly 90% of the domestic packet, over 60% of the
time is occupied by WiFi hop delay.
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Predicting the Latency using WiFi factors

WiFi Factors WIiFi Hop Latency
as features (Fast vs. Slow) as labels

Predicting Model .



AU
Q

RPR

TPR

airtime utilization % of channel time used by all the traffic
gueue length Number of packets queued in hardware queue.
snapshot
retry ratio %packets retried in IEEE 802.11 MAC-layer.
RSSI Received signal strength of UE associated on AP.
transmitting Bytes sent to UE every 10s.
throughput
receiving Bytes received from UE every 10s.
throughput
receiving physical Snapshot of physical rate for receiving packets
rate from UE.

transmitting Snapshot of physical rate for sending packets to UE.

physical rate

iw info

debugfs

iw info
iw info

ifconfig info

ifconfig info

iw info

iw info
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Visualization and Correlation analysis

Purposes:
* Intermediate results to gain some intuitions

* Help explain the ML results.



Visualization of the correlation
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Visualization of the correlation

Negative Trends
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Metric

0.86 0.05
** Kendall correlation: (Kendall)
: : . RSSI -0.5 0.06
_ |concordant pairs| — |discordant pairs|

s n(n—1)/2 RR 0.4 0.08

TPR -0.3 0.11

** Relative Information Gain: (RIG) RPR -0.2 0.09

how much a factor helps to X 017 0.01
predict the final latency Q 0.15 0.007

T -0.006 0.02

tx
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Metric

. . 0.86 0.05

** TPR is the best choice to
o RSSI -0.5 0.06

present the latency. This is
RR 0.4 0.08

because of the rate adaption
TPR -0.3 0.11

algorithm.
RPR -0.2 0.09
T, -0.17 0.01
Q 0.15 0.007
Ty -0.006 0.02
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Decision Iree

(AU, RB, RSSI, T,,, T, TPR, RPR] SLOW/FAST

Predicting Model
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Decision Iree

( FAST: DL, UL <125ms, DL+ UL < 25ms
SLOW:DL,UL =2 12.5ms, DL + UL = 25 ms

e
IXD

\
s Package: scikit learn package

*s* Evaluation: 10-fold validation



Decision Iree

Latency Type | Accuracy Truth False Positive
Positive Rate Rate

Decision
Tree UL

DL+UL

0.78
0.68
0.77

0.76
0.6/
0.79

0.24
0.27
0.31
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Decision Iree

Latency Type | Accuracy Truth False Positive
Positive Rate Rate

Decision 0.78 0.76 0.24
Tree UL 0.68 0.67 0.27
DL+UL 0.77 0.79 0.31

**The Random Forest, ( tree number = 200, tree depth = 100),
Accuracy > 0.8 with 0.21 False Positive Rate for DL.
**Why Decision Tree instead of Random Forest?

interpretability + usability
36



Decision Iree
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Case Study 1: Relocate the AP 1.Classifying WiFi factor traces

<o R(TPR)A s 2. Locate the worst branch
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Case Study 1: Relocate the AP

CDF(%)
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CDF of OAP DL one week before and one week after
optimization under the guidance of decision tree.

5X improvement!
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Three Steps for Optimization
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***Collect raw WiFi factor traces from the AP we want to diagnose

and use the decision tree to classify these samples.
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Three Steps for Optimization
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***Collect raw WiFi factor traces from the AP we want to diagnose

and use the decision tree to classify these samples.

**Find the worst branch and locate the candidate factors for

optimization.
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Three Steps for Optimization
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***Collect raw WiFi factor traces from the AP we want to diagnose

and use the decision tree to classify these samples.

**Find the worst branch and locate the candidate factors for

optimization.

“**Reconfigure the AP to change the value of certain split criterion.
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Case Study 2: Channel Switching
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Case Study 2: Channel Switching

250ms
M
100 g T P T
8O b ’_,',___E ....................... _
§ 60 . i ':‘ | N
L | 0.52 0.6
O 40 .. L B S ] —
20 | " 1 week after — - B week after — |
‘ ¥ ' 1 week before -- 1 week before --
O I/ |
045050550606507075 0 50 100 150 200 250
AU DL (ms)

CDF of AU and DL one week before and one week after the
channel selection. A5



Measurement Training
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Conclusion & Future Work

* Effectively measuring the Round Trip Network Latency.
* Comprehensive measurement on 47 APs in the wild.

* Train a decision tree based model which shows good
optimization results in the wild.

* This work can be further extended by: Delay ACK packets
filtering

* This work can be applied to other applications such as :
dynamic channel selection.




Thank you!

peichl4@mails.tsinghua.edu.cn
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