


Introduction to Intelligent Operations (IOP)

S

In order to handle a large volume of events (QoE, performance,
reliability, and security) in the distributed systems in the Internet,
IOP does the following:

e Reconstruct and diagnose past events accurately

e Diagnose, detect and mitigate ongoing events

Engineering
programing.

distributed systems .

database, visualization

e Predict important future events.
Arts

domain
knowledge
specific to
networks,
systems, and
services

Science
statistics,
machine learning,
data mining ,
time series
analsysis

IOP is at the intersection of
engineering, science, and domain knowledge




IOP is critical to the Internet

“Al is the most important tool fo,mm‘\

the networks”

- Huawei Chairman Zhenfei Ren, Internal
Speech in August 2016.
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IOP is critical to the Internet

“Al is the most important tool for managing “In addition to contro

0 data plane,

the networks” needs an Al-based knowledge plane”
- Huawei Chaitman Zhenfei Ren, Internal - Dave Clark, the Architect of the Internet, in his
Speech in August 2016. SIGCOMM 2003 papet.
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A Knowledge Plane for the Internet
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We propose a new objective for network research: to build a
fundamentally different sort of network that can assemble itself
given high level instructions, reassemble itself as requirements
change, automatically discover when something goes wrong, and
automatically fix a detected problem or explain why it cannot do so.

We further argue that to achieve this goal, it is not sufficient to
improve incrementally on the techniques and algorithms we know
today. Instead, we propose a new construct, the Knowledge Plane, a
pervasive system within the network that builds and maintains high-
level models of what the network is supposed to do, in order to
provide services and advice to other elements of the network. The
knowledge plane is novel in its reliance on the tools of Al and
cognitive systems. We argue that cognitive techniques, rather than
traditional algorithmic approaches, are best suited to meeting the
uncertainties and complexity of our objective.
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|OP problems have been

a hot research topic for
‘E’:;y..s

*‘-

ACM SIGCOMM 2015 Call for Papers

London, UK: August 17-21, 2015

http://conferences.sigcomm.org/sigcomm/2015

The ACM SIGCOMM 2015 conference seeks papers
describing significant research contributions to the field
of computer and data communication networks. We in-
vite submissions on a wide range of networking research,
including, but not limited to:

e Design, implementation, and analysis of network archi-
tectures and algorithms
e Enterprise, datacenter, and storage area networks
. SDNs and network programmin
xperimental results from operational networks or net-

e Economic aspects of the Internet

o Insights into network and traffic characteristics
e Network management and traffic engineering

-and add CSSll’lg
. Techmques for network measurement and s1mu]at10n
e Wireless, mobile, and sensor networks

the SIGCOMM 2015 PC includes experts in the core EE
areas of optical and wireless communications. They will
contribute reviews for these submissions.

Authors must as part of the submission process at-
test that their work complies with all applicable ethical
standards of their home institution(s), including, but not
limited to privacy policies and policies on experiments
involving humans. The PC takes a broad view of what
constitutes an ethical concern, and authors agree to be
available at any time during the review process to rapidly
respond to queries from the PC chairs regarding ethical
standards.

Important Dates

Paper registration: ~ January 23, 2015 (7:59 PM GMT)
Paper submission: ~ January 30, 2015 (7:59 PM GMT)
Decision notification: April 24, 2015

Organizing Committee

General Chairs

Steve Uhlig, Queen Mary Univ. of London, UK

Olaf Maennel, Tallinn University of Technology, Estonia
Program Committee Chairs

Brad Karp. Universitv College London. UK




h
to OP problems.

Sponsored by ACM SIGCOMM and ACM SIGMETRICS
Call for PapeI‘S (full CFP at http://conferences2.sigcomm.org/ime/2015/cfp.html)

The Internet Measurement Conference (IMC) is a highly selective venue for the presentation of
measurement-based research in data communications. The focus of IMC 2015 will be on papers that
either (1) improve the practice of measurement or (2) illuminate some facet of an operational network.
IMC takes a broad view of what constitutes an operational network. This view includes (but is not
limited to):

e the Internet backbone and edge networks (e.g., e infrastructure for online social networks

home networks, cellular networks, WLANs) e experimental networks affiliated with the
e data centers and cloud computing infrastructure Internet (e.g., overlay networks, future internets
® peer-to-peer and content distribution networks or other prototype networks)

Types of contributions that the program committee would enjoy receiving submissions regarding
include (but are not limited t0):

e collection and analysis of data that yield new e advances in data collection and handling (e.g.,
insights about network structure and behavior anonymization, querying, storage, facilitating

e methods and tools to monitor and visualize sharing)
network-based phenomena e modeling of network structure and behavior

e systems and algorithmic techniques that (e.g., workload, scalability, assessment of
leverage measurement-based findings in novel performance bottlenecks)

ways e reappraisal of previous empirical findings




IOP architecture




IOP architecture: rule-based
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IOP architecture: machine learning based
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My life as an operator

My Official Resume

2000-2005 UCLA Ph.D., Best Ph.D.
Thesis, working on BGP, OSPF etc.

Summer 2003, Intern at AT&T
Research

2005-2011 Senior/Principal
Researcher at AT&T Research

ACM, IEEE Senior Member

2012-now Associated Professor at
Computer Science Department at
Tsinghua University. “Expert of
China Government's Global Talent
gg]c:Qruﬁment (Youth Program)” in

11
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For five years, chased ISP OPs for
data, experiences, and insights.

Felt in love with real OP data

Essentially a tier-5 OP

Worked on Performance,
Reliability and Security.

Teaching “Advanced Network
Management. Almost all the projects
are joint work with OPs at Baidu,
Microsoft Azure, Petro China, Tsinghua
Campus Network.




Our past and ongoing projects

FERN : RESE. MEnEE. TRRE
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Scheduled Reports  Troubleshooting

: i
Corelaion, Clustering, .
Anomaly astecon  Selaton, Ol Pt Data
[T Computation ~ Browser .
X That AP is the
‘ - fastest for you!

Data Warehouse SQLlike Query Inerface.

Hadoop/mpala disrbuted System
Data | IStreaming T fbrocesena & Access
management | DataFeed ) " ) Management
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(Supervised machine learning)

Cloud

OperRobot: an Operations Robot for
managing networks and Internet applications

12 IOP for service providers



.

Our past and ongoing projects
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IOP for ISP

SNMP
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AppMind: Brain for Intelligent Operations
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Cloud

\ IOP for mobile Apps j

Classification in the fea!uresp}

(Supervised machine learning)

OperRobot: an Operations Robot for
managing networks and Internet applications

IOP for service providers



ML-based IOP will see rapid progress in the next few years

\
Have the necessities required for successful ML applications
* Machine learning tools (algorithms and systems)
% Applications that show the value
* Large amount of data

* Labels and the experts who can label

14




Data are abundant in OP, To make things better: new

data can be ¢

Logs (workflow,
syslogs)

Lower layers
(e.g., SONET,
CNI)

Customer issues

(MTS, tickets, tweets)

Alarms,

tickets

s : (e.g,
) ubleshooting * Neteon,

Customer . ) AOQTS)

trouble tickets etwor
alerts

P

Customers




OPs themselves are the experts who do the labels

_ﬂ

What Does a Ticket Contain?

Ticket #xxxxxx NetDevice: LoadBalancer Down 100%

Summary: Indicates that the root cause is a failed system STRU CTU RED FIELDS

Problem Type | Problem SubType| Priority Created u ‘ E-g'l tICket title, prOblem type:
Severity - 2 2: Medium ‘ prlorlty etC

Ticket Title

STRUCTURED

J \

Operator 1: | replaced the memory chips on this device and both power
supplies have been reseated

Operator 2: The device has been powered back up. It should be back
online shortly.

Operator 1: Ok. Let me check.

Operator 1: Yes. It is functional. Thanks!

--- Original M ---
From: Vendor Support FREE-FORM TEXT
Subject: Regarding Case Number #yyyyyy E.g. Operator notes emaiIS

Title: Device xxx-xxx-xxx-130b v9.4.5 continously rebooting
As discussed, the device has bad memory chips as such we replace it. 1

Please completely fill the RMA form below and return it. d evice de bU g Iog S’ etC.
--- Appended Message ---

From: Operations

Subject: Regarding Case Number #yyyyyy

Title: Device xxx-xxx-xxx-130b v9.4.5 continously rebooting

We have cleaned the cable connecting the load balancer to the access
router. Please invoke device diagnostics and send the logs to the vendor
for further troubleshooting. _ 5

UNSTRUCTURED (Diary)




Great process can be made in IOP in the next few years
\

Inherent Advantages of Intelligent Operations:

1. there are sheer amount of logs upon which
features can be extracted for learning

2. the operators’ daily actions can naturally serve as
labels;

3. thelearned model can be relatively easily
integrated into production operations system.



T

* Intelligent Operations: from “rule based” to “machine
learning based”

+ Case Studies

* Challenges and My thoughts

18



Case 1: Root Cause Analysis

(Xiaohui Nie et al., IPCCC 2016)




T

Here is my personal (painful) journey from rule-based
to learning-based OP intelligence....

20



G-RCA (Generic Root Cause Analysis) framework

Reasoning

rules “Root
i Cause”
In put: , ant events joined : \l,
Sym ptO m E with symptom | GUI and project
[ | specific post-
event i E processing
(— Temporal and : |
Spatial Joining Spatial model E
Rules i
S 1
Normalized events
[ Darkstar Database ] Productionized and now heavily used by
AT&T operators.
+*Aiming at reusability: implement generic components only  Published in ACM CONEXT 2010, and
once: IEEE/ACM Transactions on Networking
2012.

*A generic “language” to specify “rules” forjoining and dependency Issued patents US #8,761,029; #8,411,577

One CoNEXT 2010 reviewer commented:
“RuleEvaluator to figure out the most likely root cause based on joined events this tool “revolutionizes troubleshooting

*JoinFinder to find temporally and spatially joined events

Inductrv’’



Rules in RCA

+ Rule-based RCA framework RCA Knowledge Librar‘y

* Rule primarily given by human
* Application Diagnosis Graph

CDN end to end throughput drop
K

Command to Command to Cost
Cost In Links Out Links

22



Rules in RCA

+ Rule-based RCA framework RCA Know|edge Libr‘ar‘y

* Rule primarily given by human
* Application Diagnosis Graph

CDN end to end throughput drop
K e

————————

—

\—
Syslog line
protocol
flap

— - — - —_—— - — / ’_ L} —— - l oﬂF re-
- convergence
l ebgp flap - (OSPF monitor) i niy:sze
=2 Ea)
- ‘ommand to Command to Cost
1 " ost In Links Out Links
BGP hold
timer I
- expiration
| [
. |
l -
. |
I basic CNI l -
l restoration l
- — - — - — - — - — - — -
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Reality Check at Baidu: infeasible to manually provide rules

\

« Scale
« 100+ Internet-based services
«  10k+ modules
« 500+ thousand servers
*  Millions of KPIs are monitored
*  Frequency of Changes:
« 10k+ software changes per day

e « Developers come and go




1.

‘\
The key to the RCA problem is to build
the dependency graph.

Label

Challenge: dependency edges are | Labeltool |
distributed in the minds of many domain
experts. How to make them collaborate

to form a complete graph?

Random forest etc.
Serwce S

Candidate Suspect root Operator
rules causes

Candidate Temporal and spatial
rules limitation

Frequent pattern mining

Statistical correlation

Our idea: use association mining to mine

Ranking model
the rules (with mining parameters), use 1
the rules to provide a short list candidate History Real-time
root causes, operators label the symptom data symptom data

candidate while browsing them.

Labels are used to train the algorithms
which tune the parameters of association
mining -> supervised learning

Application Human
metric operation



Labeling is natural consequence when Operators use

‘rm AU ¢ Tor 2010416 131000 Baocs )

Root cause analysis
FRRRTRE ===
— — L ¥z p—t
o N - 0 LR
P T~ . mERE

£5_quan_url_monitor

nshead
Root Causes Inference Feedback -
Sms cener senvie wnavalete Sms_center_service_unavaiable ¢5_quan_url_monifor ﬁ
401 cle_ave_and fesponse $h01_cient_alve_and response SN Sms_center_senice unavaiable €s_quan_ur_monitor ﬁ

B 5 Refresh

Left click: label rule Left click: label root cause

g Uncertain ——» Confirmed —» Denied

ﬁ Confirm the root cause

Localize the root cause in top 3 with 100% accuracy
after a few rounds of learning.



Case 2: KPI Anomaly Detection

(Dapeng Liu et al., IMC 2015)




KPIs and Anomaly Detection

max

m| n 1 1 1 1 1 1
Mon Tue Wed Thu Fri Sat Sun

Page views (PV) of Baidu

KPIs (Key Performance Indicators): A set of performance measures that evaluate the service quality

29 2016/12/16



KPIs and Anomaly Detection

max

min 1 1 1 1 1
Mon Tue Wed Thu Fri Sat Sun
Page views (PV) of Baidu

KPIs (Key Performance Indicators): A set of performance measures that evaluate the service quality

KPl anomalous (unexpected) behaviors = Potential failures, bugs, attacks...

30 2016/12/16



KPIs and Anomaly Detection

max

Thu Fri Sat Sun

min L
Mon Tue Wed

Page views (PV) of Baidu
KPIs (Key Performance Indicators): A set of performance measures that evaluate the service quality

KPl anomalous (unexpected) behaviors = Potential failures, bugs, attacks...

Anomaly detection matters: Find anomalous behaviors of the KPI curve

—> Diagnose and fix it
- Avoid further influences and revenue losses

31 2016/12/16



How to Build an Anomaly Detection System

\

Selecting and combining suitable
pIM detectors are tricky
Operators have difficulties to precisely
(M and formally define anomalies in advance 3, Detectors are not intuitive to tune

Challenges

32 2016/12/16



Key Ideas
‘

2

KPI data

r

Configurations

Extract
features

\/VJ/

(Detectors with

different parameters)

33

o average'WWMN
EWMA-0,7 ‘ I |
WMA-W[NBO MMW

Differencing-last slot l_l.d
ST T B

Differencing-last season
Differencing-last day l '
Time series decomposition | \l
O T T Ny
HWo0.20.20.2
. . . ..lluu L
HW 0.5 0.7 0.7 ‘

2016/12/16



n

Detector / # of configurations ]

Sampled parameters

|

Simple threshold [24]/ 1

none

Diff /3

last-slot, last-day, last-week

Simple MA [4]/5 R

Weilg)hted MA [111/5 win = 10,20, 30, 40, 50
MA of diff /5 points

EWMA [11]/5 a=0.1,03,0.5,0.7,0.9
TSD [1175

TSD MAD/5 .

Historical average [5] /5 win=1,2,3,4,5 week(s)
Historical MAD/ 5

Holt-Winters [6] / 4° = 64

a, B,v=0.2,04,0.6,0.8

SVD[7]/5x3=15

row =10, 20, 30, 40, 50
points, column =3, 5, 7

Wavelet [12]/3 x 3 =9

win=3,57days, freq=
low, mid, high

ARIMA [10]/'1

Estimation from data

/

In total: 14 basic detectors / 133 configurations

=4

KPI data

oF

Configurations —

res

\/VJ/

(Detectors with
different parameters)
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o average'mmmw
B M
lual{
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Time series decomposition I

, .lmlU._
eserer MMAMM
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" | VP YO

HWo0.20.20.2

anl ha b
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Key Ideas

S

KPI data

Extract
features
—

Configurations

Detectors with
different parameters

e A bk
EWMA-0,7
e MMW

Differencing-last slot 1
|

Lo

Differencing-last season
Differencing-last day
Time series decomposition

HW 0.20.20.2 L&
L

HW0.50.7 0.7

35

Classification in the feature space
(Supervised machine learning)

2016/12/16



Operators

|

S e

KPI data

Extract
features
—

Configurations

Detectors with
different parameters

Key Ideas

\

e A bk
EWMA-0,7
e MMW

Differencing-last slot l
— |

Differencing-last season
Differencing-last day
Time series decomposition

HW 0.20.20.2 L{
L

HW0.50.7 0.7

36

Classification in the feature space
(Supervised machine learning)

2016/12/16



Address Challenges of Designing Opprentice

o0 e _  E R R e T BTN SRS
— : 5 Y axis scale slider I
Labeling
S drag ] t l
S @j Label window |LOO
‘ I i 9129 Cancel label
\\\ﬁML 1™ @.:) ancel labels 7
+— @©
N — BB 5[ — N —— _—
N Time series control BB 4 % ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
- eg L T S g 2
Zeemn L I =
oE i o= #SR O
Backward B@B Forward 3 g o /A0 | | | | SRT A
‘ | | Zoom out - 0 20 40 60 80 100 120
Apr ‘ ‘ 4_| Navigator I The number of anomaly windows per month
Display Column value B ' Open  Save
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Address Challenges of Designing Opprentice

T

* Labeling overhead
* Solution: an effective labeling tool

* Incomplete anomaly types in the historical data
* Solution: incremental re-training with new data

* Class imbalance problem

# Solution: adjusting classification threshold (cThld) based on
the preference

* |rrelevant and redundant features
* Solution: random forests

38 2016/12/16



Design Overview

T ——

Operators [
Historical & specifies one time
Latest KPI Data

processed by  loaded into use

N2
I—)l Labeling Tool |

N
Training a classifier (Labels ) (Accuracy Preference )

i See the paper

| cThid Prediction |  for full details

Machine Learning @ “—-Fr2—-1 ...

(Random Forest)
!

| Latest Anomaly Classifier |

. . Latest
Detecting anomalies ';;‘l”g";g Detectors -(Features)— Anomaly > Anomaly ?
ata e
Classifier

39 2016/12/16
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%/J\E L - 1 1 1 1

2f- EHZ EH= EHm 2#h BB 2R

(a) KPIRIEZRS I ZipZ (PV) .

RAE
o MmN, ) OV Ny L .|
RIME

28— 2HZ EH= EHm E#h B EHR

(b) KPIRZRS I ZH B POEIREE (BSR) .

RKfE

=l EHR =N EHH
(c) KPIIERIRETE (SRT) o

Ef- =

Efi” 2= Efim 2R EfR EHH
(d) KPIAREWI-FIMETELIRER (#Devices) .

—

Search PV (25 weeks) )

#slow queries (19 weeks)

Search Response Time (16 weeks)

#online devices (15 weeks)
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« Compared with all existing detectors (Four KPIs
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Random forest

A

Majority-vote >

L 1 1 L 1

0
1 20 40 60 80 100
AUCPR ranking

1

first

136

Configurations ~
Normalization scheme

Majority-vote >

Random forest ®

0.8 a

A

kY

N
a
2

AUCPR
° ©o
> o

0.2

first

0
1 20 40 60 80 100
AUCPR ranking

136



Dapeng Liu (liudpto@mails.tsinghua.edu.cn)

\

* Opprentice is an automatic and accurate machine‘learning
framework for KPl anomaly detection

Defining anomzlies Selecting detectors Tuning catectors

* Opprentice bridges the gap in applying complex detectors in
practice

* The idea of Opprentice
i.e., using machine learning to model the domain knowledge

could be a very promising way to automate other service
managements

42 2016/12/16



Case 3: Bottleneck Identification for
Search Response Time

(Dapeng Liu et al., INFOCOM 2016)




Web Search Engines
—

BaiaE Google

44



Search Response Time (SRT)

(1)
BaiEE | INFOCOM 2016 @ =

FT il MR ME O BF BRI O MEB XEFE 5

INFOCOM 2016

INFOCOM 2016
April 10-15 San Francisco, CA, USA

L =m | e |

(])
BaiW&EE

Abstract Due: July 24, 2015 (11:59pm EDT)
F 1:59pm EDT)
Notification of Acceptance: November
~ Fin Submission: February 1,2
INFOCOM 2016

B2 A

D) BELURES - ERER

IEEE INFOCOM | IEEE INFOCOM 2016

TEHMANR T, FoE BIEHE

Call For Nomination - INFOCOM 2016 Achievement Award: Click HERE Hotel/Travel
Information for INFOCOM 2016 is posted HERE Call for INFOCOM Workshop Paper
www.ieee-infocom.org/ ~ - EEHRES - WE{)

A search query
t1 is submitted t The result page

4 Is rendered

SRT
Tnet Tnet Tbrlowser Tothler

SRT — t _ t Clients 0 5 \; t
4 1 HTML ‘
45 Servers '

Tserve r
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Search Response Time

b Bing Google

+500mMs revenue .2‘7 +100mMs~400ms queries .2%~0.6%
[Eric Schurman, Blng] [Jake Brutlag, Google]
Baia raw B == |

PR HiE e B BES BH WA M8 XE Es.

$§laismmm. S BEa. RERRRRTIERS
1 EEEE
SRR AR
s e

EEASACEATENASEN  AERATES . Tk BE

Given two content-wise identical search result pages,
users are more likely to perform clicks on the fast page
[SIGIR 2014]
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Search Response Time

T

User's flow of thought is interrupted
if pages take longer than 1s to load

A

100% —— Why?
5% . .

LL

8 50%
25%
0%

SRT (s)

https://www.nngroup.com/articles/response-timﬁ-}important-limits/



Monitoring SRT: Search Logs

Measurable attributes that can p

Browser # of
User’s ISP Server Load
engine Images

gooms (Low SRT)  China Unicom WebKit 1000 queries/s
1200ms (High SRT)  China Telecom  Trident 5.0 5 No 500 queries/s
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Goal of FOUCS

‘

Measurable attributes that can potentially impact SRT
A

China Unicom WebKit 10 Yes 1000 queries/s

China Telecom  Trident 5.0 5 No 500 queries/s

We propose FOCUS, a search log analysis system to answer the following questions:
* Under what conditions HSRT (High SRT) is more likely to happen?

*  Which HSRT conditions are similar (HSRT condition types)?

* How does each attribute affect SRT in HSRT condition types?
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Challenges

0,
40% r 33% 34% 36% 38%
0,
| 27% 30%

Fraction of HSRT
w
(@)
X

Browser engine

i What we cannot see
' HSRTis more than 38%
. when “WebKit + #lmages >30”
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Challenges

\

Limited visibility of naive single-dimension analysis

{ Interdependencies between attributes }

60% . . \
50% | /—

36% | 8% _

100%
40% |- 33% 34%

0,
| 2706 39% 75% L

50% -

Fraction of HSRT
w
o
2
|
Fraction of queries

25% -

0% 0%

We Oy Ge Tr Tr 7t
b/(/t /7@’8 CA’O O’@/”q.o d@/” 5.0’( d@/” (EGC

Browser engine

Browser engine

Which one should be blamed? Legacy Trident or sync page loading?
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Challenges

‘

Limited visibility of naive single-dimension analysis

Interdependencies between attributes

[ Overlapped HSRT conditions }

For example: H(igh SRT) HSRT in the overlapped part will be explained by more

L(ow SRT) than one condition, but which one is better?
Ad 4 N A
] !
S L H .
yes H H H — Condition 1: Ads = yes
L LH, H /
| I
L, L | H ] L
no H | H ———— Condition 2: #lmages > 30
L L1 HL
I

R

»
L

30 #lmages
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Challenges

' Limited visibility of naive single-dimension analysis

. J

( Interdependencies between attributes

( Overlapped HSRT conditions
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Key Idea of FOCUS

-
~
EASS

Limited visibility of naive single-dimension analysis

A

Work with interdependencies

<
<

Interdependencies between attributes

Classification is non-overlap

Overlapped HSRT conditions

A

* Model it as a classification problem ]
e Solve it using decision trees J

Decision boundaries identified by
machine leaming algorithms
NAtrl ;

Attrl | Attr2 Label X ¥ x o _High SRT
High SRT O A OReglon
LOWSRT x :> X x x x ~\“() x O
LowSRT X

AN

S

LowSRT x © X" o
Region et Attr2

-



FOCUS Overview

| v .
Client-side | | Decision Tree Condition Type1 [ Attribute Effect | |
Logger ) |/7| Based Classifier | i Miner J | Estimator | :
| Prevalent .
| | HSRT conditions of J Condition Types Att”b:f‘? Effects ||
| each day Across Days In Condition Types :

Searchlogs | _ _ _ _ _ _ o MSN_____L
of each day FOCUS \\
ﬁ] Further
Investigation
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|ldentify HSRT Conditions Based on a Decision Tree

\A
—(#images}——

<=8 31% >*8
Low SRT |—( Browser engine)—‘
Fraction of HSRT -------- | 14% WebKlt 34% not Webk|t

One day I:> N ISP J |

search logs China Telecom 30% not China Telecom  41%
% China Mobile ~ 34% not China Mobile

LowSRT> _ <HighSRT: Low SRT
25% — 38% - 41% 27%
- -

{#images>32 A browser engines=WebKit A ISPs=China Telecom}

A HSRT condition

1
To build a reasonable tree, we tailor the mechanisms of decision trees !
(Details are in the paper) :

1



Find Similar HSRT Conditions (HSRT Condition Types)

HSRT Conuitions

HSRT Condition Type
1 >9 Not WebKit no — -

>i,i €{910} Not WebKit no

2 > 10 Not WebKit no

* Same combination of attributes
* Same value for each categorical attribute
Hierarchical clustering | « Similar value for each numeric attribute

~_ _—
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Estimate the Impact of Each Attribute

Inspired by controlled experiment -
* Control group: the original HSRT contrition types Historical

*  Experimental group: changing one attribute at a time
Compare performance
in historical logs

L e |

HSRT Condition Type
- C > i,i €{9,10} Not WebKit no
:———————) C, <i,i€{910} Not WebKit no
o ——— >» C, > i,i € {9,10} WebKit no
I————---) G >1,i € {9,10} Not WebKit yes



Results of FOCUS:

x 301 Condition types \
©
£ 20t R o o ~——
5 g
2 10r {m UL T
‘ AAAAA x * o
O O 0000 0000 00 ¢ 000
Day 1 Day 15 Day 31
Date

* Find 36 HSRT condition types in one month of search
logs
# Four of them (11%) appear in more than five days

v l Images are the main bottleneck ] (Attributes in bold have a bad effect on SRT)

Condition . Prevalence
type ID V Prevalent condition type (days)
1 #images > 1,1 € {5,6,7,8,9} A browser engine = not WebKit 21
2 #images > 1,1 € {5,6,7,8,9} A ISP = not China Telecom A browser engine = WebKit 15
| 3 #images > 1,2 € {25, 26,27} A ISP = China Telecom A browser engine = WebKit 7
4 #images > 1,2 € {5,6,8} A ISP = China Telecom A browser engine = WebKit A ads = yes 6
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Real-world Optimization

—
# 15t month results of FOCUS - images are the main bottleneck

of SRT

+ Deploy “image base64 encoding' to improve the transmission

time of images

50%

Fraction of HSRT
N w
2 2
> >
[ [
)}

Optimization

Day 44

Date
(a) Fraction of HSRT each day

The fraction of HSRT is reduced by 30%

| HSRT percentage
_is reduced by 30%

[ SRT 8oth-tile is reduced
| by 253 ms (20%)




I‘
* FOCUS can

* Narrow down the debugging space of High SRT in search logs
+ Analyze the effects of each attribute (potential improvements)

* With the output of FOCUS
* We make several interesting observations
* Deploy a solution in practice and greatly improve SRT

* FOCUS is a general method for analyzing multi-attribute logs
* Web applications other than search engines

* Performance of mobile apps
* oo

61



T

* Intelligent Operations: from “rule based” to “machine
learning based”

* Case Studies

* Challenges and My Thoughts
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Challenge 1: T2 or R2-D2 for IOP?

T2: completely automated, in charge of R2-D2: A reliable sidekick for Operator ?

everything in OP ?

Pictures are from the Internet
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T L
(1) I‘lﬂ@fi‘ll‘ﬁ*ﬂ

}\I%%‘Efﬂkﬁllﬁﬁmhﬁﬁ (2)
. FEERISR B, {ERIE Wi AE
FiN%)

(B, H. T

We know what we don’t know

El )

We don’t know what we know

EWJJJ:M%*!%UILJ\L’FME, r—ER 4T, f 'filﬂ"x[‘ ” Ai‘f 5( J j | /5 ]']l"Jt ’J }\ 7J: r,'”]!f/\ )‘
fie |, AILlE 3T ) . s : ;
, T 7 . A%%?ﬂ#’ﬂiﬁﬁ?&ﬂ]ié‘lﬁ$9’ﬂlﬁﬂ‘]Iﬂ@
Reallst|c Goal We don’t know what we don‘t know
B R TCiEM

Al %&AI Hblbiz\ )

From Professor Bo Zhang, Al expert fr
: , om
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Thought: Automate on those OP tasks for which

“we don’ t know what we know”

« Technology can T

gradually solve science
and engineering
problems, but cannot
do much in arts

Engineering
programing.

distributed systems .

database, visualizaiton

Scienc '
statistics,

machine learning

data mining,
time series

analsysis

« Computer/Engineering
cannot replace artists,
but could provide
better tools for artists.

Arts

domain

knowledge
specific to
networks,
systems, and
services

The ultimate goal of Intelligent OP: Automate as much as possible such that
1. Routine tasks are automatically done

2. Operators can independently conduct data analysis




Challenge 2: How to retrieve useful labels from tickets?

=

NSDI 2013

Strawman Approach To Analyze Free-form Text

operator 1: | Feplaced the memory chips on this device and both power
supplies have been reseated

Operator 2: The A@VICE has been powered back UP. it should be back online
shortly.

Operator 1: Ok. Let me check.

Operator 1: Yes. It is functional. Thanks!

--- Original Message ---
From: Vendor Support
Subject: Regarding Case Number #yyyyyy

Title: D@ViCe xxx-ox-xxx-1300 vo.4.5 continously rebooting
As discussed, the device has bad memory chips as such we replace it. Please

completely fill the RMA form below and return it.
--- Appended Message -—

From: Operations

Subject: Regarding Case Number #yyyyyy

Title: D@VICE xncxx-xxx-130b v9.4.5 continously rebooting

We have cleaned the cable connecting the load balancer tothe access
router sodon't replace the cable. We are currently checking for on-going
maintenance. please invoke device diagnostics and send the logs to the
vendor for further troubleshooting.

Strawman #1: Use NLP techniques

Limitation: Work only on well-written text such as news-articles

Strawman #2: Keyword selection

Limitations: Ignores contextual semantics

Strawman #3: Clustering tickets based on

manual keyword selection

Limitations: 1. Significant time and effort to build the keyword list
2. Limited coverage or risks becoming outdated as

the network evolves ;
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Thought: Design ticketing system as part of IOP architecture

\

Ticket format and ticketing system should be carefully
design as an important component of the IOP system.

Tickets need contain enough information for machine
learning.

Ticketing system should be designed as a user friendly
“product”

Operators should be self-disciplined in filling the tickets.

NLP-based tool to analyze the free-form text in the tickets
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Challenge 3: Software upgrade on vendor devices cannot be very frequent

« Thought: \

IOP should be a key component
of the device software
architecture

, (
* logging and control model shoulc¢ | .. ...

Logs & Labels
be programmable and evolvable | srirts

1
|
|
I
|

*  The No. 1 goal for software UI/UX
design is to collect labels from
operators

I Trend :
: machine learning based OP Brain

*  (Close collaboration between
operators + scientist + engineer

*  Look for real users and trial field.
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APPMind: a micro service module in the cloud

%@ Decisions ApleIld
Labels generated naturally on AppMind Ul o
Enterprise - . BE englne
Data L
e N
Big Data Analytics A’S ARk I L]

Application Performance —_— =~
Management(APM) . o ﬂﬁ A ‘l )
.':} ‘ S TINGYUN ! !!
= 2 Talkingbata
Data (RESTFUL API)

User Behavior Analysis GrowinglO *-_
Log Analysis splunk £ sumologic Q ,h";‘?T.r
~
. all ) &O
S PUbllc CIOUd amgm .- Azure nmgﬁ WS )
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[Software Upgrade— overloaded back-end

Detection Hotspot analysis

- Hotspot
| | Prediction Prediction

identification

Important events
event sequence

000 A B® A -

|
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—

+ Intelligent Operations through machine learning will see rapid
progress in the next few years.

- abundant data, available labels, and ready applications

* Let’s embrace it with
* More principled application of cutting-edge machine learning techniques
* Consciously produce more labels and more data to fuel machine learning
* Aiming at a robot sidekick for OP first.

+ Vendor software’ s measurement and control modules need to be
programmable and evolvable.
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