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Personalized Re-ranking for
Recommendation



I Outline

Formulation of re-ranking for recommendation

o@o

()fe) Model: How do we solve the formulated re-ranking problem?
O

& Experiments: The performance of our model.

| 000 Conclusion
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I Ranking Is critical for Recommendation
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I L earning to rank

Input Feature Space Ranking Score Ranking Result

n:> [0.11, 0.32, 0.43, ..., -0.2] Il:> 0.65 o\‘.
Il:> [0.05, 0.25, 0.45, ..., 0.0] “:> 0.6 ﬁ
Il:> [-0.2, -0.2, 0.5, ..., 0.1] Il:> 0.4 &
|l:> [-0.1, -0.05, -0.1, ..., 0.5] E> 0.8 <3




I Mutual Influences between ltems

Redundancy Supplement
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The user’s decision may be affected by the items placed
alongside it! Either negative or positive



I Personalized Mutual Influences
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Different people reacts differently for mutual influences!



Our Model

feature matrices of
candidate items

L= t({yi Pilxi:0)li € I}) £= Y ety PuilX. PV:0)li € S,))
rER reR
X _ matrices of sorted list of the
i Teature vector of item personalized items generated
Y | click labels of item vector by the initial
I candidate sets of items ranker
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I Our Model

% Extend feature space # user context features

» global representation + Pre-trained user preference

vectors

# RNN-based

# Modeling relationship directly
between any two items

# Attention-based



I PRM: personalized re-ranking model

Feature vector.

Attention Softmax
<3
N, blocks of Transformer encoder.
Initial Input Encoding Output  Re-ranked
List Layer Layer Layer List
Learnable
position

embedding



I PRM: personalized re-ranking model

Attention Softmax
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Transformer encoder.
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I PRM: personalized re-ranking model

Output Layer

' O— Score(iy) A

' (O— Score(is) . 0\"

' O Score(iy,) &

N, blocks of Transform - encoder.
Initial Input Encoding Output  Re-ranked
List Layer Layer Layer List
Loss function: L=-) ) yilog(P(y;|X,PV;0)

reRiesS,
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I PRM: personalized re-ranking model

Pre-trained
Model:
click or not

Attention Softmax
<) — (BN | O Score(i;) ——<3 P(y;|H,. u; 0')
l
ﬁ_. . .O— Score (iz) cﬁ signlloid P;:i
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- (O Score(iy,) &

N, blocks of Transformer encoder. ‘
In]Ilal Ini;ut Encgding Ou?put Re -r;nked ?-{u item i useru
par s e e e R —
1. hidden vector contains more information. _ L= (yilog(P(yi|Hu,u;0))
2. Pre-trained model can utilize the user click Loss function: i€D

history. + (1= y;)log(1 = P(y;|Hy. u; 0)),



EXperiments

% Evaluation datasets.
% Yahoo Letor Dataset.
# Our own dataset.

% For personalization.

Table 2: Overview of the datasets.

Yahoo Letor E-commerce
Dataset Re-ranking Dataset
#Users - 743,720
#Docs/Items 709,877 7,246,323
#Records 29,921 14,350,968
Relavance/Feedback {0,1,2,3,4} {0,1}

We release this dataset to public!

https://github.com/rank2rec/rerank
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https://github.com/rank2rec/rerank

I Experiments

» Baselines Metrics
W | trics.
» SVMRank Offline me
1w 2ig (SHD)
#» LambdaMart Precision@k = R Z 1 :

reRr

# DNN-based LTR

k sion@i * US,(i
1 3% Precision@i * I(Sy(i))
AP@k = — ' ==

reR

% DLCM (Re-ranking Method)

: : # Online metrics.
“ PRM.: personalized re-ranking

model. » PV/ /GMV



I EXperiments

% Research Questions:

# RQO: Does our PRM model outperform the state-of-the-art methods and why?

#» RQ1: Does the performance vary according to initial lists generated by different
LTR approaches?

# RQ2: What is the performance of our PRM model equipped with personalized
module?

# RQ3: Can self-attention mechanism learn meaningful information with respect to
different aspects, for example, positions and characteristics of items?
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Experiments

# RQO: Does our PRM model outperform the state-of-the-art methods and why??

# RQ1: Does the performance vary according to initial lists generated by different
LTR approaches?

Table 3: Offline evaluation results on Yahoo Letor dataset.

Fiit: Tist Dl Yahoo Letor dataset.
' 8 Precision@5(%) Precision@10(%) MAP@5(%) MAP@10(%) MAP(%)
SVMRank 50.42 42.25 73.71 68.28 62.14
LambdaMART 51.35 43.08 74.94 69.54 63.38
Sl DLCM 52.54 43.26 76.52 70.86 64.50
PRM-BASE 53.294+1.49, 43.66 77.62 72.02 65.60 +1.7%
SVMRank 50.41 42.34 73.82 68.27 62.13
Laribhd o LambdaMART 52.04 43.00 75.77 70.49 64.04
ALK DLCM 52.54 o, 4316 77.81 71.88 65.24 ,
PRM-BASE 53.63+2-1% 43.41 78.62 72.67 65.72 +0.7%

1. Our PRM-BASE achieves stable and significant performance improvements
comparing with all baselines, regardless of the initial list.

2. The performance gain over DLCM mainly comes from the powerful encoding ability of

Transformer.
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I Experiments

#» RQ3: What is the performance of our PRM model equipped with personalized

module?
Table 5: Offline evaluation results on E-commerce Re-ranking dataset.
- . E-commerce Re-ranking dataset.
i Bk Precision@5 Precision@10 MAP@5(%) MAP@10(%) MAP(%)
DLCM 12.21 9.73 29.32 30.28 28.19
DNN-based LTR PRM-BASE 12.71 +4.1% 9.99 29.80 3083 2885 +2.3%
PRM-Personalized-Pretrain 13.58 +9.09%10.52 31.18 32.12  30.15 +4.59,

1. The performance gain on our E-commerce Re-ranking dataset is much
larger than on Yahoo Letor dataset.
2. Our PRM-Personalized-Pretrain achieves significant performance

improvements comparing with PRM-BASE.
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EXperiments

# RQ4: Can self-attention mechanism learn meaningful information with respect to
different aspects, for example, positions and characteristics of items?

Women’s
shoes:

women's
clothirg

Computer

Attention mechanism can

Men’s” ’ successfully capture mutual-

Influences In different

horre
apeliance

categories or price-level.

men's
clothing
mnen
shoes
mobile
phone

home
appliance

| -
D
e
-
o
=
o]
!

women's
othing

women's
shoes

(a) Category. (b) Price.

Figure 2: Average attention weights related to items’ at-
tributes.
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Conclusion

# We proposed a personalized re-ranking model (PRM) to refine the initial list given by
state-of-the-art learning to rank methods.

# We used Transformer network to encode both the dependencies among items and the
interactions between the user and items.

# The personalized vector can bring further performance improvements to the re-ranking
model.

# Both the online and offline experiments demonstrated that our PRM model can greatly
improve the ranking performance.
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Our Model

# Modeling item-dependency f min _f;(7)
min — ok

1<EN
+ Extend feature space fwax = mAx, f10J)
f (l) o fl(?) 25 fmin

. BN S
+ Global representation Jmax — fumin

# RNN-based

* relationship between any two ﬁ % - ﬁ

items

$190 $180 $200
# Attention-based

[..., 190 or 180 or 200]

[..., 190 or 180 or 200,
0.50r0or1i]

190 — $180 130 — $180 200 — $180
$190-$180 _  _ $180-$180 _ = $200-8180

$200 — $180  $200—$180  $200—$180
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I Our Model

# Modeling item-dependency

» Extend feature space T

# Global representation

# RNN-based

# Modeling relationship between
any two items

#» Attention-based
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I PRM: personalized re-ranking moael
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a) One block of R (c) The pre-trained model to
Trefn?e S e (b) Architecture of PCRM. generate pw;, i = iy, ..., iy,
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1. directly model mutual influences. [
2. enable personalized re-ranking in a flexible way.
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Experiments

# RQ3: Can self-attention mechanism learn meaningful information with respect to
different aspects, for example, positions and characteristics of items?

Self-attention mechanism in our

5

10

model can capture the mutual

15

20

Influences regardless of the

25

encoding distances as well as the

30

1 5 10 15 20 25 30 1 = 10 15 20 25 30

(a) With position embedding. (b) Without position embedding, p OS iti on b i dS i n recommen d ati on

Figure 3: Average attention weights on positions in the ini- list.
tial list of two PRM models: w/o position embedding.
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I Experiments

# RQ2: Which part of our model contributes most to the performance??

Table 4: Ablation study of PRM-BASE on Yahoo Letor
datasets with the initial list generated by SVMRank. All the

numbers in the table are multiplied by 100. 1. The performance of our model

Yahoo Letor dataset

P@5 Pw10 MAP@5 MAP@10 MAP

degrades greatly after removing

position embedding.

DLCM 52.54  43.26 76.52 70.86  64.50
Default(b=4,h=3) 53.29  43.66 77.62 72.02  65.60 S .

) 2. No significant improvements are
Remove PE 52.55 43.56 76.11 70.74 64.73
Remove RC 53.24  43.63 77.52 71.92  65.52 -

observed for different number of

Remove Dropout  53.17  43.42 77.41 71.80  65.17
Block(b=1) 53.12  43.59 77.58 7191  65.49 :
Block(b=2) 5319 4358 7751 7186 65.49 attention heads.
Block(b=6) 53.22  43.63 77.64 72.02  65.61
Block(b=8) 52.85 43.32 77.43 71.65 65.14
Multiheads(h=1)  53.17  43.67 77.65 71.96  65.55
Multiheads(h=2)  53.29  43.60 77.68 72.00  65.57
Multiheads(h=4) 53.20 43.61 7172 72.00 65,58




