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Outline
�2

Formulation of re-ranking for recommendation

Model: How do we solve the formulated re-ranking problem?

Experiments: The performance of our model. 

Conclusion



Ranking is critical for Recommendation
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Auction News Restaurant Video



Learning to rank
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Input Feature Space Ranking Score Ranking Result

The scoring process is independent for each item!



Mutual Influences between Items
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Redundancy Supplement

The user’s decision may be affected by the items placed 
alongside it! Either negative or positive



Personalized Mutual Influences
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Different people reacts differently for mutual influences!

User A User B

$190 $180 $200



Our Model
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feature vector of item
click labels of item
candidate sets of items

feature matrices of 
candidate items

matrices of  
personalized 

vector

sorted list of the  
items generated 

by the initial  
ranker

Learning to rank

Personalized Re-ranking

Re-ranking: act  as a refinement of the learning to rank method.



Our Model
Modeling item-dependency 

Extend feature space


global representation


RNN-based


Modeling relationship directly 
between any two items 

Attention-based 

Personalized item-dependency  

user context features


Pre-trained user preference 
vectors
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Learnable 
position  

embedding

PRM: personalized re-ranking model
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Feature vector.



PRM: personalized re-ranking model
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PRM: personalized re-ranking model
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Loss function:

Output Layer



PRM: personalized re-ranking model
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Loss function:

Pre-trained 
Model: 

click or not

1. hidden vector contains more information. 
2. Pre-trained model can utilize the user click 

history.



Experiments

We release this dataset to public!  
https://github.com/rank2rec/rerank

Evaluation datasets.


Yahoo Letor Dataset.


Our own dataset.


For personalization. 
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https://github.com/rank2rec/rerank
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Baselines


SVMRank


LambdaMart


DNN-based LTR


DLCM (Re-ranking Method) 

PRM: personalized re-ranking 
model.

Experiments
Metrics


Offline metrics.


Online metrics.


PV/IPV/CTR/GMV



Experiments
Research Questions:


RQ0: Does our PRM model outperform the state-of-the-art methods and why?


RQ1: Does the performance vary according to initial lists generated by different 
LTR approaches?


RQ2: What is the performance of our PRM model equipped with personalized 
module?


RQ3: Can self-attention mechanism learn meaningful information with respect to 
different aspects, for example, positions and characteristics of items?
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Experiments
RQ0: Does our PRM model outperform the state-of-the-art methods and why?


RQ1: Does the performance vary according to initial lists generated by different 
LTR approaches?
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1. Our PRM-BASE  achieves stable and significant performance improvements 
comparing with all baselines, regardless of the initial list. 

2. The performance gain over DLCM mainly comes from the powerful encoding ability of 
Transformer.

+1.7%+1.4%

+0.7%+2.1%



Experiments
RQ3: What is the performance of our PRM model equipped with personalized 
module?
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1. The performance gain on our E-commerce Re-ranking dataset is much 

larger than on Yahoo Letor dataset. 

2. Our PRM-Personalized-Pretrain achieves significant performance 

improvements comparing with PRM-BASE.

+2.3%+4.1%
+4.5%+9.0%



Experiments
RQ4: Can self-attention mechanism learn meaningful information with respect to 
different aspects, for example, positions and characteristics of items?
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Attention mechanism can 

successfully capture mutual-

influences in different 

categories or price-level.

Men’s 
shoes

Women’s 
shoes Computer



Conclusion
We proposed a personalized re-ranking model (PRM) to refine the initial list given by 
state-of-the-art learning to rank methods.


We used Transformer network to encode both the dependencies among items and the 
interactions between the user and items.


The personalized vector can bring further performance improvements to the re-ranking 
model.


Both the online and offline experiments demonstrated that our PRM model can greatly 
improve the ranking performance.


Our released real-world dataset can enable researchers to study the ranking/re-ranking 
algorithms for recommendation systems.
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Future Work
Our work explicitly models the complex item-item relationships in the feature space. 
We believe that optimization in the label space can also helps.


It is interesting to construct more pair-wise or list-wise ordering relations (e.g. order by 
stay time) in click-through data.


Learning to diversify by re-ranking.


Sequential generate the re-ranking list via sequential decoder.


RL as a evaluator.


More powerful encoder: BERT? MASS?
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Our Model
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Modeling item-dependency


Extend feature space 

Global representation


RNN-based


relationship between any two 
items


Attention-based 
$190 $180 $200

$190 − $180
$200 − $180

= 0.5
$180 − $180
$200 − $180

= 0
$200 − $180
$200 − $180

= 1

[…, 190 or 180 or 200]

[…, 190 or 180 or 200,  
0.5 or 0 or 1 ]

The representation of manual 
features is limited!



Our Model
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Modeling item-dependency


Extend feature space


Global representation 

RNN-based


Modeling relationship between 
any two items


Attention-based 
The feature information degrades 
along with the encoding distance. 



PRM: personalized re-ranking model
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1. directly model mutual influences. 
2. enable personalized re-ranking in a flexible way.



Experiments
RQ3: Can self-attention mechanism learn meaningful information with respect to 
different aspects, for example, positions and characteristics of items?
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Self-attention mechanism in our 

model can capture the mutual 

influences regardless of the 

encoding distances as well as the 

position bias in recommendation 

list.



Experiments
RQ2: Which part of our model contributes most to the performance?
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1. The performance of our model 

degrades greatly after removing 

position embedding. 

2. No significant improvements are 

observed for different number of 

attention heads.


