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Background

Service quality and user experience are vital for online service systems.
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Current memory utilization is 79% (Threshold is 60%). a|ert d ata
Resolution Record

Contact the service engineers responsible for E-BANK and get a

reply that there is no effect on business, then close the alert. 2




Background

Due to the large scale and complexity of online service systems, service
fallures are inevitable.

Many components
* A huge amount of

monitoring data Alert storm
* dependency

Therefore, to facilitate the assurance of the service quality, understanding and

handling alert storm are very essential.




Case Study
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Empirical Study

A large amount of
alert data

from a large
commercial bank

Survey on Alert Storm
1. How long have you been working?
Less than one year 1-3 years More than 3 years
2. How often do you think an alert storm case happen?
About once a week About once every two weeks About once a month
3. Do you thinks the current alert storm detection approach in practice is
ccurate?
Accurate Inaccurate, many false positives Inaccurate, many false negatives
4. Are you bothered by alert storm? If yes, the reasons why you are bothered
by alert storm include:
Yes No
O The number of alerts is too large, so that it is impossible to check each alert.
[ Messages and emails explosion.
O Have a bad influence on the normal work.
5. Do you think it is meaningful to reduce the number of alerts that need to be
examined by engineers?
Very meaningful Not very meaningful Meaningless

6. What is the maximum number of alerts per minute you can accept?
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Observations

Alert storm occurs frequently (about
once a week) and brings great trouble

to engineers In practice.

The current practice of identifying
alert storm is just to set a fixed
threshold, which cannot fit the
dynamic environment.

Some alerts in alert storm are
irrelevant to the failure, and also
many alerts relevant to the failure
have certain correlation
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Approach

Clustering-based Alert Discrimination Representative Alert Selection
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Approach

Alert Storm Summary
@ @ 3

Clustering-based
Alert Discrimination

Learning-based alert
denoising

Representative Alert
Selection

. I . * Similarity measurement * Pick the centroid of each
Anomaly detection * Textual similarity: cluster
problem | Jaccard distance

* Features: alert attributes - Topological similarity: L wn

e |Isolation forest graph path centroid = ?éghr;i:: - Z 1 similarity(i, j)

e Clustering



Evaluation

Dataset: 166 alert storm cases from the real world

e EVT-based approach can detect alert storm more accurately compared with the
traditional threshold-based method, achieving the F1-score larger than 0.9.

Datasets A B C

Methods | P R F1 | P R F1 | P R F1
EVT 0.92 0.96 0.94| 0.90 0.97 0.93| 0.95 0.96 0.95

Threshold | 0.82 0.99 0.90| 0.75 0.92 0.83| 0.59 0.91 0.72

9 Alert storm can reduce the number of alerts that engineers need to examine by larger
than 98%, and accurately recommend representative alerts related to the failure.

Datasets | Raw | Severity | Denoising Summary

A 0% 88.7% 6.9% 98.8% Method R S _ W/od . S
B 0% 85 6% 5 1% 98.2% etho | aw| ever1ty| /o enmsmg‘ ummary

C 0% | 84.1% 8.4% 99.1% Precision | 0.08 | 042 | 0.64 | 0.75




Evaluation

Two major components of alert summary are effective and outperform other baseline

methods.
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Our alert summary approach can achieve a relative short response time, which is user-
friendly for engineers.



Conclusion

e To better understand the alert storm, we conduct the first empirical study to
Investigate alert storm based on the large-scale real-world alert data.

We propose a novel approach to handling alert storm, which can detect the
9 alert storm accurately and recommend a small set of typical alerts to engineers
from the numerous alerts.

e The experimental results show that our approach is indeed effective in both alert
storm detection and alert storm summary.
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