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Abstract—In large-scale online service system, to enhance the
quality of services, engineers need to collect various monitoring
data and write many rules to trigger alerts. However, the number
of alerts is way more than what on-call engineers can properly
investigate. Thus, in practice, alerts are classified into several pri-
ority levels using manual rules, and on-call engineers primarily
focus on handling the alerts with the highest priority level (i.e.,
severe alerts). Unfortunately, due to the complex and dynamic
nature of the online services, this rule-based approach results
in missed severe alerts or wasted troubleshooting time on non-
severe alerts. In this paper, we propose AlertRank, an automatic
and adaptive framework for identifying severe alerts. Specifi-
cally, AlertRank extracts a set of powerful and interpretable
features (textual and temporal alert features, univariate and
multivariate anomaly features for monitoring metrics), adopts
XGBoost ranking algorithm to identify the severe alerts out of
all incoming alerts, and uses novel methods to obtain labels for
both training and testing. Experiments on the datasets from a top
global commercial bank demonstrate that AlertRank is effective
and achieves the F1-score of 0.89 on average, outperforming
all baselines. The feedback from practice shows AlertRank can
significantly save the manual efforts for on-call engineers.

I. INTRODUCTION

Large-scale and complex online service systems, such as
Google, Amazon, Microsoft and large commercial banks,
consist of thousands of distributed components and support
a large number of concurrent users [1]. To maintain high-
quality services and user experience, these companies use
monitoring systems to collect various monitoring data from
service components, for example, metrics/Key Performance
Indicators (KPIs) [2], logs [1] and events [3]. Typically,
engineers set up many rules to check the monitoring data
and trigger alerts [4]–[6]. For example, if a selected metric
exceeds a given threshold (e.g., CPU utilization exceeds 90%),
an alert is generated to notify on-call engineers. Then an on-
call engineer examines this alert. If this alert is severe, an
incident ticket is created to initiate an immediate process of
deep investigation and appropriate repair [7].

Unfortunately, in real world, these complex service systems
generate a large number of alerts continuously, way more
than what resource-constrained on-call engineers can properly
investigate [5], [6], [8]. For example, Fig. 1 shows that
thousands of alerts are generated per day in a large commercial
bank C (China Construction Bank) [8]. Therefore, in practice,
manual rules are used to classify alerts into different priority
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Fig. 1: The number of alerts in a large commercial bank in a
given month (Y-axis is in logarithmic scale for clarity) [8].

levels, e.g., P1-critical, P2-error and P3-warning. These rules
typically contain fixed threshold for KPIs (e.g., CPU utilization
over 90% is P2-error, while exceeding 80% renders P3-
warning), keywords matching for logs (e.g., different keywords
like “warning”, “error” and “fail” indicate different severities)
and so on. In general, given the limited man power, on-call
engineers mainly focus on the alerts with top priority (called
severe alerts hereinafter), whose daily count can be still be
in hundreds in bank C, before working on other alerts.

However, simple manual rules cannot sufficiently capture
the patterns of complex and interacting factors that influence
the priorities of the alerts. Furthermore, it is labor intensive
for engineers to manually define and maintain rules, because
1) there are many types of alerts; 2) new types of alerts might
be added due to system changes; 3) engineers might have
different priority preferences [5]. As a result, in practice, above
rule-based approach often results in missed severe alerts and
lengthened time-to-repair, or results in wasted troubleshooting
time on non-severe alerts. For example, in a dataset used in §IV
from bank C, the precision and recall for identifying severe
alerts is only 0.43 and 0.68, respectively.

To show the the damage of missed severe alerts, we
present a real case in Fig. 2. There was a failure and related
immediate P2 alert at 10:14 which indicated the monitored
transaction response time increased to 500ms (exceeding a
threshold specified in a P2 rule). However, the engineers are
busy handling P1 alerts thus this alert was not immediately
handled. The failure went unnoticed until customers called to
complain at 10:45, wasting 31 minutes of repair time. Upon
detailed investigation, multiple metrics (such as success rate,
transaction volume) all experienced some anomalies during
busy hours, based on which engineers thought there should has
been a P1 alert, but there was no installed P1 rule that captured
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Fig. 2: A missing failure case due to the unsuitable rule-based
strategy.

such a complex symptom. This case strongly demonstrates that
multiple features are needed to determine the appropriate alert
priorities.

Therefore, there is in an urgent need to design an effective
machine learning-based algorithm that fully utilizes multiple
features to identify severe alerts accurately, which can assist
on-call engineers in differentiating high-priority severe alerts
from non-severe alerts, in order to improve engineers’ work
efficiency as well as service quality. The challenges in design-
ing such an algorithm are summarized as follows.
• Labeling overhead. With thousands of alerts arriving every

day, it is tedious to manually label the severity of each alert.
• Large varieties of alerts. There are many types of alerts

in practice, for example, application, network, memory and
middleware. It would be labor intensive to manually define
rules for determining the priority of each kind of alerts. An
automatic approach can be extremely helpful.

• Complex and dynamic online service systems. Alert priority
in such a complex system is influenced by various factors.
Besides, large-scale online services are often under constant
change, e.g., configuration change, software upgrade, which
may add new alerts. Therefore, the approach should be
adaptive to stay in tune with the dynamic environment.

• Imbalanced data. In general, only a small portion of alerts
are considered severe. For example, in our experimental
datasets, the ratio between non-severe and severe alerts is
around 50:1 (§IV-A). Learning (e.g., binary classification)
from imbalanced data can be another challenge.
To tackle the above challenges, we propose an automatic

and adaptive framework named AlertRank for identifying se-
vere alerts. AlertRank includes two components, offline train-
ing and online ranking. In offline training, to handle complex
online service, AlertRank extracts a set of interpretable features
from historical alerts and monitoring metrics to characterize
the severities of alerts. The resolution records in historical
alerts are grouped into a very small number of clusters, each
of which is labeled with a severity score by engineers. Then
each historical alert is automatically assigned a severity score
(§III-A2), avoiding manual labeling.

Instead of simply classifying whether an alert is severe or
not, AlertRank formulates the problem of identifying severe
alerts as a ranking model, which can handle class imbalance
and is user-friendly for engineers. Then the XGBoost ranking
is utilized to train a ranking model [9]. Besides, an incremental
training pipeline is leveraged to make our model adapt to
dynamic environment. During online ranking, when alerts
arrive, AlertRank extracts the features from current data and
apply the trained ranking model to prioritize these alerts based

on the output severity scores, so that engineers can investigate
the arrived alerts based on the guidelines given by AlertRank.

The major contributions of this paper are the following:
• To the best of our knowledge, this paper is the first one that

proposes an automatic and adaptive approach for identifying
severe alerts for online service systems.

• We design a comprehensive set of features from multiple
data sources to handle complex online services. These
features include textural (topic [10] and entropy [11]) and
temporal features (frequency, seasonality [12], count, inter-
arrival time [13]) from alerts, and univariate and multivariate
anomaly features from metrics [14], which are interpretable
and can further help engineers diagnose incidents.

• Different from traditional classification models, we formu-
late the problem of identifying severe alerts as a ranking
model, which can handle class imbalance and instruct engi-
neers to repair which alert first [15].

• We novelly proposes to use historical tickets as the testing
labels, and propose to use clustering-based approach (with
only cluster-level labels) to automatically assign severity
score labels for all alerts as the training labels for ranking.

• Experiments on real-world datasets show AlertRank is effec-
tive with a F1-score of 0.89 on average. Furthermore, our
real deployment demonstrates AlertRank can significantly
save the manual efforts for on-call engineers.

II. BACKGROUND

A. Alert Management System

Fig. 3 provides a high-level summary of an IT operations
ecosystem consisting of service architecture, monitoring sys-
tem, and alert management system [3]. The monitoring system
collects various data (e.g., KPIs, logs and events) continuously
from service components. To ensure service availability and
stability, service engineers manually define many rules to
check monitoring data and trigger alerts [5]. With alerts
received, the alert management system processes them through
some common techniques, such as alert aggregation and corre-
lation, to filter duplicated and invalid alerts. For the remaining
alerts, as introduced in §I, on-call engineers usually first exam-
ine alerts with high priorities (P1). If an alert is severe and hard
to repair in time, an incident ticket is created [7]. However,
as mentioned in §I, the rule-based severity classification may
fail in practice. In this paper, we tackle the critical problem
of identifying severe alerts accurately and adaptively, so as to
assist engineers in fixing true severe alerts responsively and
preventing potential failures.

B. Data Description

1) Alert: Alert data, as the main data objects in our study,
have multi-dimensional attributes. Table I presents an example
alert with several major attributes. “Content” specifies the
detailed information of the alert, and “Resolution Record”
records how the alert was resolved in detail, which usually
written by on-call engineers or generated by system automat-
ically. “Resolution Record” can be used to label a severity
score for each alert, which will be introduced in §III-A2. We
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Fig. 3: Summary of the service architecture, monitoring system, alert management system and different people involved [3].

will extract alert textual and temporal features from “Content”
and “Time” attributes respectively (§III-B).

TABLE I: An example alert.
Time Severity Type

2019-02-20 10:04:32 P2-error Memory
AppName Server Close Time
E-BANK IP(*.*.*.*) 2019-02-20 10:19:45

Content
Current memory utilization is 79% (Threshold is 60%).

Resolution Record
Contact the service engineers responsible for E-BANK and get a

reply that there is no effect on business, then close the alert.

2) Key Performance Indicator: KPIs (Metrics) are another
crucial data type in service management, which are collected
continuously at a fixed time interval, e.g., every minute, to
measure the health status of servers (e.g., CPU utilization)
or business (e.g., response time) [2], [16]. KPI anomalies
(e.g., sudden spike or dip) may indicate some problems about
business and servers. In addition to alert data, we also extract
KPI anomaly features from important business KPIs and server
KPIs to characterize the overall status of the system (§III-C).

3) Ticket: In general, tickets are created either from alerts
or from failures. When investigating an alert, if engineers find
it is hard to fix the alert in time, or the alert has a significant
business impact, they create a ticket from this alert so as to
follow up with a repair process [7], [17], [18]. On the other
hand, failures, e.g., the case in Fig. 2, are critical in service
management, because they directly affect service stability. A
failure is usually reported by users or discovered by service
engineers, instead of being reported by any alerts in advance.
Engineers will create a ticket and repair the failure quickly.
Often, when diagnosing a failure and localizing its root cause,
engineers may find some early alerts which have been ignored
by mistake (e.g., alert in Fig. 2). Thus, we can determine the
alert is severe or not by whether it is associated with a ticket.

III. DESIGN

A. Overview

1) AlertRank Overview: Fig. 4 illustrates the architecture
of AlertRank. In the offline learning module, inspired by the
idea of multi-feature fusion, we carefully extract a set of
interpretable features from historical alerts (textural and tem-
poral features) and KPIs (univariate and multivariate anomaly
features), based on domain knowledge in our context. Then
a ranking model is constructed with the popular XGBoost
ranking algorithm [9]. The severity scores used for training
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Fig. 4: AlertRank overview.

are obtained by resolution records in Table I, which will be
introduced in §III-A2 in detail. In the online ranking, the
features extracted from incoming alerts and corresponding
KPIs are directly fed into the trained ranking model. The
model ranks the incoming alerts based on the output severity
scores, so that on-call engineers can first examine alerts with
higher severity scores. The alerts whose severity scores exceed
a specific threshold is considered severe and the threshold is
chosen based on the performance on training set. In addition,
to make our model adaptive to the dynamic IT environment,
we build an incremental training pipeline where our model is
trained with latest data periodically so that changes can be
captured properly in time.

2) Automatic Labeling: As discussed in §I, labeling over-
head is a big challenge for our problem. In AlertRank, we
novelly utilize the historical tickets and resolution records to
obtain the labels without manual efforts.

Binary label. The problem which this paper aims to solve
is identifying severe alerts. Thus we need give each alert a
binary label (severe/non-severe) for evaluation (§IV-B). As
stated in §II-B3, each alert can be labeled as severe or non-
severe according to whether it is associated with a ticket.

Continuous label. To train the ranking model, we also label
each alert with a specific severity score (between 0 and 1)
based on its resolution record, which is more comprehensive
than simple binary label. It is because that the real severity
of each alert varies in all severe/non-severe alerts. As stated
in §II-B1, resolution records are written by on-call engineers
or generated by system automatically. In general, there are
several different types of resolution records which indicate
different severities. We adopt TF-IDF vectorization [11] and
k-means [19] to cluster resolution records, and the value of k is
determined by silhouette coefficient (k=7) [20]. The clustering
centroids are presented in Fig. 5 and experienced engineers
give a severity score for each cluster. In this way, each alert
can be automatically assigned a severity score based on its



1. None. (0; 65.1%)
2. This alert is in white list. (0.1; 4.2%)
3. This alert has been recovered automatically. (0.2; 7.8%)
4. Contact the service engineers and there is no effect on business. (0.4; 10.6%)
5. Known reasons. This alert has been resolved. (0.6; 6.4%)
6. Contact the service engineers and there is an effect on business. Already resolved. (0.8; 3.8%)
7. Create a ticket. (1; 2.1%)

Fig. 5: The clustering centroids of dataset in bank C and the
corresponding (severity score; percentage).

resolution record, so as to save considerable manual efforts.
Besides, during our study of the 18-month-long dataset, we
observe that the patterns of resolution records generally remain
unchanged unless new on-call engineers are involved.

B. Alert Features Extraction

1) Alert Preprocessing: Before extracting alert features, we
first preprocess alert data as follows.

Tokenization. The textual descriptions of alerts (“Content”
in Table I) usually combine words and symbols (e.g., punc-
tuation). Tokenization filters out these symbols and divides
the remaining text into tokens. We further remove stop words,
those highly frequent words like “to”, “are” and “is”, since
they are useless in identifying severe alerts.

Alert parsing. The description of an alert is semi-structured
text generated by the monitoring system with two types of
information: a constant string that describes an abstract alert
event, and parameters that record some system variables (e.g.,
IP address, KPI value, file path, instance name, etc.). A
common practice is parsing alerts which extracts the constant
string to form an alert template. For example, in Fig. 6, alerts
A1 and A4 can fit into the template T1 and T2, respectively.
The remaining parts are variables (the underscored text). Note
that it does not matter to ignore some KPI values (e.g., 67%
and 73%) since they are reflected in the rule-based severity
(“Severity” in Table I).

Parsing methods have been well studied in log data but have
not been applied in alerts. We adopt FT-tree [21], one of the
state-of-the-art log parsing methods, to match each alert to
a specific alert template. Based on the key observation that
a “correct” alert template is usually a combination of words
that occur frequently in alerts, FT-tree dynamically maintains
a tree structure of such frequent words that implicitly defines
the set of alert templates. In addition to high accuracy, FT-tree
is naturally incrementally retrainable, because this implicitly-
defined set of alert templates dynamically and incrementally
evolves with the arrival of new types of alerts (e.g., due to the
aforementioned software upgrades) [21].

2) Textual Feature: After alert preprocessing, the semi-
structured alerts are transformed into normalized templates.
Then we extract some textual features from the alert templates.

Topic. Intuitively, each alert template can be regarded as a
document describing one or more topics of IT operations. We
can apply a topic model [22] to extract the hidden semantic
features. Many topic models have been proposed in the lit-
erature, for example, Latent Dirichlet Allocation (LDA) [23].
A conventional topic model, such as LDA, typically works

Alert Templates:
T1: Memory utilization current value is *. It exceeds the threshold.
T2: TCP CRITICAL - * second response time on port *
T3: The number of processes is abnormal (instance: *), current value is *.

Alert Contents:
A1: Memory utilization current value is 67%. It exceeds the threshold.
A2: TCP CRITICAL - 0.7 second response time on port 3306.
A3: The number of processes is abnormal (instance: TimeoutCtrl), current value is 0.
A4: TCP CRITICAL - 0.8 second response time on port 3302.
A5: Memory utilization current value is 73%. It exceeds the threshold.

Fig. 6: Explanation of alert template extraction.

well with documents consisting of rich text, while our alert
text is usually very short. Thus, we adopt Biterm Topic
Model (BTM) [10], an algorithm designed specifically for
short texts, which has shown better performance than LDA
in short texts. BTM explicitly models the word co-occurrence
patterns (i.e., biterms), rather than documents, to enhance the
topic learning [10]. Given a predefined number of topics,
BTM discovers hidden topics and keywords corresponding
to each topic. The number of topics in our problem is
selected based on coherence score (n topics=14), which is
a metric to evaluate the quality of extracted topics [24]. Fig. 7
presents some examples of extracted topics and corresponding
keywords from our experimental dataset. For example, we can
infer that T#1 and T#2 are related to oracle database and
syslog, respectively. BTM can output the probability that an
alert belongs to each topic. Fig. 8(a) shows the relationship
between alert topics and severity scores, and we can observe
that the alerts belonging to different topics indicate different
severities. Considering that an alert may have mixture topics,
we utilize the output probabilities as topic features.

T#1: oracle, connection, database, space, pool, process, lock
T#2: syslog, alert, error, stack, records, hardware, warning
T#3: monitor, environment, server, temporal, battery, power, voltage
…
T#13: unaccessible, export, response, packet, password, order, accounting
T#14: switch, virtual, communication, connection, health, network, report

Fig. 7: Extracted topics by BTM and some corresponding
representative keywords.

Entropy. Considering that alert is a bag of words and
different words have different importance (entropy) in iden-
tifying severe alerts. For example, the word “timeout” is
more informative than “port”. Therefore, in addition to topic
features, we also consider the entropy of each alert template.
IDF (Inverse Document Frequency) is widely utilized in text
mining to measure the importance of words, which down-
grades frequent words while increasing the weights of rare
words [11]. For each word, the IDF value is calculated as
IDF (w) = log N

Nw+1 , where N refers to the total number
of alerts and Nw is the number of alerts containing the word
w. Intuitively, if a word frequently appears in historical alerts,
its discriminative power is much lower than the one that only
appears in a small number of alerts [1]. Based on the IDF of
each word calculated from the training data, we can compute
the entropy of each alert as

∑
w IDF (w)

#w , where #w is the
number of words in this alert. Fig. 8(b) shows the alerts with
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Fig. 8: The qualitative relationship between severity scores and some representative features. The severity scores are
automatically obtained based on resolution records (§III-A2).

high entropies are more likely to be severe.
3) Temporal Feature: In addition to textual features, tempo-

ral features derived from alert time should also be considered.
Frequency. Some alerts, such as CPU overload, occur

frequently, while others, such as device outages, occur rarely.
Fig. 8(c) demonstrates the relationship between frequencies
and severity scores. In general, alerts with low frequencies
are more likely to be severe. Thus, the frequency of each alert
can be indicative to determining whether an alert is severe.

Seasonality. Based on our observation, some alerts occur
quasi-periodically. For example, running a batch task every
night may cause CPU and disk alerts. Intuitively, seasonal
alerts are less informative than irregular ones. For one alert
a, we obtain a time series C(a) = {c1(a), c2(a), · · · , ch(a)},
where ck(a) is the number of occurrences of alert a in the
k-th time bin and h is the number of time bins. Here the time
bin is set to 15 minutes. Clearly, if a is a seasonal alert, C(a)
is a periodic time series.

In our approach, we adopt Autocorrelation Function (ACF),
one of the most popular time series periodicity detection
techniques, to characterize the periodicity of the alert [25],
[26]. In detail, given a time series x with length N and
different lags l, we have

ACF (l) =

∑N−1
i=0 x(i)x(i+ l)

N
, l = 1, 2, · · · , N−1

2 (1)

It is clear that if the time series is periodic with length
T , the autocorrelation becomes high at certain lags, i.e.,
T, 2T, 3T, · · · . Therefore, a larger ACF (l) implies a stronger
seasonality. We use the maximum value of ACF (l) as the
final seasonality feature. We can observe from Fig. 8(d) that
larger seasonality value tends to have low severity score.

Alert count. We define alert count as the number of alerts
that occur during a time window (e.g., 30 minutes before the

current alert) [13]. Intuitively, engineers need to pay more
attention to alerts that burst within a short time window
(Fig. 8(e)). Besides, we also consider the numbers of alerts
with different severity levels during this time window.

Inter-arrival time. The inter-arrival time is defined as the
time interval between an alert and its proceeding one [13].
Clearly, if an alert suddenly breaks out after a system has
been running without alerts for a long time (long inter-arrival
time), it may be severe and need more attention (Fig. 8(f)).

4) Other Features: In addition to these carefully designed
features described above, we also adopt some simple features
directly from the attributes of alert data (Table I).

• Rule-based severity. Fig. 8(g) shows the relationship be-
tween the real severity scores and rule-based severity levels.
It is intuitive that both P1 and P2 alerts tend to have higher
severity scores, thus it is unreasonable to focus only on P1
alerts while ignoring P2. However, we can still utilize the
original severity as a feature.

• Alert time. Clearly, the alert time has an influence on
the importance of the alert. For example, as depicted in
Fig. 8(h), alerts that occur during busy hours (9:00-11:00
and 14:00-16:00) are more severe compared with those
that occur at night. Therefore, we adopt three features to
characterize the occurrence time of an alert, i.e., during busy
hours or not, day or night, weekday or weekend.

• Type. We also notice that alert types have impact on their
severity levels. Fig. 8(i) shows the average severity scores
under several different types of alerts (application, operating
system, network, memory, middleware and others). It is
evident that application alerts tend to have higher severity
scores, perhaps because these alerts are more closely related
to service reliability and user experience.
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Fig. 9: Illustration of KPI features extraction.

C. KPI Features Extraction

In addition, since KPIs can characterize the health status of
servers and applications [27], we incorporate KPIs to capture
the alert severity better. Note that although business KPIs and
server KPIs can directly trigger alerts, these alerts alone cannot
describe the health status of systems accurately, because they
are generated based on simple threshold rules. Thus, in this
study, we try to design a more accurate and generic method to
capture the KPI anomalies. In particular, we believe attention
should be given to those alerts that co-occur with anomalies
of important business KPIs or server KPIs.

However, usually a number of KPIs are measured to monitor
a service, and it is time consuming for engineers to check all
KPIs manually. In our approach, we choose some represen-
tative business KPIs (response time, success rate, transaction
volume, processing time) and server KPIs (CPU utilization,
I/O wait, memory utilization, load, network packets, the num-
ber of process, disk I/O) which are closely associated with
service availability and user experience, and adopt a multi-
KPIs anomaly detection technique to accurately measure the
overall status of business and servers. Fig. 9(a) presents an
example of three important business KPIs of a service, and
the pink bands denote the anomalies.

We utilize the state-of-the-art multi-variate time series
anomaly detection algorithm based on LSTM [14], [28].
Compared to traditional recurrent neural networks (RNNs),
LSTM has an improved capability to maintain the memory
of long-term dependencies, because it uses a weighted self-
loop to accumulate or forget past information conditioned on
its context [14]. Thus, it can learn the relationship between
past and current data values, and has demonstrated remarkable
performance in various sequential data [29]. Fig. 9(b) presents
the LSTM structure in our approach. The input vector is the
time window {xt−w+1, xt−w+2, · · · , xt}, where xi is an m-
dimension vector denoting the value of each important KPI at
time i (e.g., m=3 in Fig. 9(a)). The goal is to predict the vector
xt+1 and the prediction error can be used to characterize the
degree of anomaly. In our model, we use the overall prediction
error and also the error on each dimension (univariate and
multivariate) as features. In Fig. 8 (j) and (k), we plot
the relationship between severity scores and the normalized
overall prediction errors of business KPIs and server KPIs,
respectively. We can observe that higher prediction errors
indicate higher severity scores.

TABLE II: Features used in AlertRank.
Feature Type Feature Name #Feature
Alert Textural BTM Topics (14), Entropy (1) 15
Alert Tempo-
ral

Frequency (1), Seasonality (1),
Alert count (4), Inter-arrival time (1) 7

Alert
Attributes

Original severity (1), Alert time (3),
Type (1) 5

KPI Anomaly Univariate anomaly (11), Multivari-
ate anomaly (2) 13

Feature Engineering Summary. In conclusion, Table II
summarizes a total of 40 features adopted in AlertRank.
We design these features based on careful data analysis and
discussion with experienced engineers, thus these features are
associated with rich domain knowledge. If AlertRank will be
applied in other scenarios, some new features may need to
be introduced into our model, but the core idea and pipeline
of AlertRank is generic. Based on our feature engineering
study, we find that the relationships between alert severity
and various features are remarkably complex (Fig. 8). This
also explains why a simple rule-based strategy cannot identify
severe alerts accurately. For example, the alert in Fig. 2 is
classified into P2, but KPI anomaly features and alert time
will increase the severity of this alert. The effectiveness of
each kind of features will be demonstrated in §IV-C2.

D. Ranking Model

AlertRank proposes a machine learning framework to in-
corporate various features based on data fusion and learn a
ranking model to identify severe alerts. We novelly formulate
this problem as a ranking model, instead of binary classifica-
tion, due to the following reasons. First, dichotomous results
given by classification (severe/non-severe) are prone to false
positives or false negatives. In particular, false negatives make
some potential failures undetected, leading to downgraded
service availability. However, ranking model can prioritize
alerts based on severity scores and guide engineers to repair
which alert first, which is more user-friendly. Second, ranking
model can deal with class imbalance effectively [15]. The
effectiveness of ranking model will be presented in §IV-C3.

To train a ranking model, as introduced in §III-A2, each alert
is labeled a severity score automatically based on its resolution
record. There are three common ranking approaches, namely,
pointwise, pairwise and listwise [30]. In our problem, the
training data naturally comes as pointwise (each alert has a
severity score). Besides, the other two ranking approaches
(e.g., LambdaMART [31]) only provide the relative order of
alerts, and cannot output a specific severity score for each alert.
Therefore, we adopt the XGBoost pointwise ranking algorithm
based on regression trees [9]. XGBoost is a gradient boosting
tree based model that is widely used by data scientists and
achieves state-of-the-art performance on many problems [9].

In real practice, the alert management system receives many
streaming alerts continuously, and on-call engineers tend to
investigate alerts in batch at a regular interval (e.g., every 15
minutes). Therefore, during online testing, the trained ranking
model is applied to prioritize these incoming alerts based on
the output severity scores every 15-minute interval. An alert



is considered as severe if its predicted severity score exceeds
a threshold, and the threshold is properly selected based on
its best performance on training set. In general, engineers first
examine the alerts with higher severity scores. Furthermore,
as we mentioned in §I, in order to adapt to dynamic online
services, the ranking model is incrementally trained with the
latest training data periodically.

IV. EVALUATION

In this section, we evaluate our approach using real-world
data and aim to answer the following research questions:
• RQ1: How effective is AlertRank in identifying severe

alerts?
• RQ2: How much can the alert features and KPI features

contribute to the overall performance?
• RQ3: Is the ranking model adopted in AlertRank effective?
• RQ4: Is the incremental training pipeline useful?

A. Datasets

To evaluate the performance of AlertRank, we collect three
real-world datasets named A, B and C from a top global
commercial bank through its alert management system. Ta-
ble III summarizes these datasets. Each dataset has a time
span of six months. These alerts have been cleansed by the
alert processing module in Fig. 3 to filter out duplicate and
invalid one. As we mentioned in §III-A2, each alert is labeled
a binary class (severe/non-severe) by tickets for evaluation and
a severity score by alert resolution records for training ranking
model. We observe that each dataset contains an imbalanced
mixture of severe and non-severe alerts, with a ratio about 1 :
50. In our experiments (RQ1-RQ3), for each dataset, we use
alerts occurred in the first five months as training set, and the
last one month without new alerts as testing set.

TABLE III: Details about the experimental datasets.

Datasets Time span #Alerts #Severe alerts
A 2018/01/01∼2018/06/30 374940 7012
B 2018/07/01∼2018/12/30 429768 8482
C 2019/01/01∼2019/06/30 390437 7445

B. Metric

As stated in §III-D, the trained ranking model is applied
to rank incoming alerts based on the output severity scores
at a regular interval (e.g., 15 minutes). For each interval, an
alert is considered as severe if its severity score exceeds a
threshold. We properly choose the threshold that can maximize
the performance on training set. Therefore, precision/recall/F1-
score are calculated for evaluation. Precision measures the
percentage of identified severe alerts that are indeed severe.
Recall measures the percentage of severe alerts that are cor-
rectly identified. F1-score is the harmonic mean of precision
and recall. We take the average metrics of all intervals as
the final metrics. Besides, in order to evaluate the ranking
capability of AlertRank (RQ3), we also compute another
metric, precision@k, i.e., the precision rate of top-k alerts [15].

C. Evaluation Results

1) RQ1: How effective is AlertRank in identifying severe
alerts?

In order to demonstrate the effectiveness of AlertRank, we
compare it with two baseline methods.
• Rule-based. As introduced in §I, in practice, alerts are

separated into several severity levels (e.g., P1-critical, P2-
error and P3-warning) based on rules. Usually, engineers
mainly focus on P1 alerts while ignoring P2 and P3 alerts.

• Bug-KNN [32]. Identifying severe bug reports is a critical
issue in software engineering. Bug-KNN utilizes K-Nearest
Neighbor (KNN) to search for historical bug reports that are
most similar to a new bug through topic and text similarity.

TABLE IV: Performance comparison between AlertRank and
two baseline methods.

Datasets A B C
Methods P R F1 P R F1 P R F1

AlertRank 0.85 0.93 0.89 0.82 0.90 0.86 0.93 0.92 0.93
Rule-based 0.43 0.68 0.53 0.47 0.70 0.56 0.41 0.74 0.53
Bug-KNN 0.72 0.76 0.74 0.79 0.62 0.70 0.80 0.53 0.64

Table IV shows the precision (P), recall (R) and F1-score
(F1) comparison between AlertRank and baseline methods.
Clearly, AlertRank exhibits outstanding performance on all
datasets and achieves the F1-score of 0.89 on average, higher
than other baseline methods. The results indicate that tradi-
tional rule-based strategy is not effective, because whether
an alert is severe is influenced by various factors and simple
rules cannot capture all these factors. Besides, due to system
complexity, it is difficult to set suitable rules, and each
engineer may have his or her own preference and knowledge
to set rules [5]. In terms of Bug-KNN, it determines severe
alerts based on only the textual description of alerts. Clearly,
AlertRank, which incorporates both alert features (textual
and temporal) and KPI features achieves better performance.
Furthermore, KNN is a lazy learner because it does not learn
a discriminative function from the training data but computes
the similarity between a new alert and all historical alerts. It
suffers from extremely high computational complexity.

In summary, the results show that AlertRank is effective in
identifying severe alerts for online service systems.

2) RQ2: How much can the alert features and KPI
features contribute to the overall performance?

AlertRank incorporates two types of features: alert features
and KPI features. In this RQ, we evaluate the effectiveness of
each type and the results are presented in Table V. Our model
can achieve an average F1-score of 0.89 with high precision
and recall, when both types of features are used. With the alert
features alone, the average F1-score drops from 0.89 to 0.76.
However, if only the KPI features are used, the average F1-
score drops dramatically from 0.89 to 0.36. This indicates that
our model benefits from the ensemble features extracted from
multiple data sources and achieves the best overall results.
Besides, the results also indicate that the alert features are
more powerful than KPI features.



TABLE V: Effectiveness of the ensemble features.

Datasets A B C
Methods P R F1 P R F1 P R F1

AlertRank 0.85 0.93 0.89 0.82 0.90 0.86 0.93 0.92 0.93
Alert Only 0.82 0.79 0.80 0.75 0.80 0.77 0.67 0.77 0.72
KPI Only 0.42 0.40 0.41 0.32 0.39 0.35 0.36 0.31 0.33

3) RQ3: Is the ranking model adopted in AlertRank
effective?

As stated in §III-D, we formulate the problem of identifying
severe alerts as a ranking model. In order to illustrate the
effectiveness of ranking model, motivated by [15], we compare
our model with three popular classification models, i.e., SVM,
Random Forest (RF) [33] and XGBoost [9]. Weighted classi-
fication is a common approach to deal with class imbalance
and we adopt it to assign a larger weight to severe alerts.
The classification threshold is also selected based on its best
performance on training set.

Table VI shows the F1-score comparison and it is evident
that XGBoost ranking outperforms the classification models.
It is because that weighted classification which aims to learn
a discriminative function from the binary label is still a little
sensitive to class imbalance. Besides, the true severity of each
alert varies in all severe/non-severe alerts, while the binary
label is insufficient for model learning. However, the ranking
model which is trained with comprehensive severity scores can
mitigate the problem of imbalanced severe alerts.

In order to show the ranking ability of AlertRank, we rank
the probabilities returned by each classification algorithm [15].
We choose the time intervals with more than two severe alerts
in testing set and compute the precision@k. As shown in
Fig. 10(a)-10(c), AlertRank can effectively rank the severe
alerts and consistently achieve high precision. More impor-
tantly, we compare the precision under no false negatives as
shown in Fig 10(d). It is clear that with 100% recall, AlertRank
achieves a much higher precision than other methods. In
other words, with AlertRank, the number of alerts which need
examined by engineers will be reduced by about 20%, while
ensuring no single severe alert is missed.

In summary, the ranking model adopted in AlertRank is
indeed effective compared with classification models.

TABLE VI: F1-score comparison between XGBoost ranking
model and other classification methods.

Datasets SVMc RFc XGBoostc AlertRank
A 0.75 0.79 0.80 0.89
B 0.70 0.77 0.78 0.86
C 0.80 0.81 0.85 0.93

4) RQ4: Is the incremental training pipeline useful?
An online service system in real world is under constant

change due to new applications deployment, software upgrade,
or configuration change, etc. New alert types and rules are
also added accordingly. To address this issue, as introduced
in §III-A, AlertRank incorporates an incremental training
strategy. This RQ aims to evaluate the effectiveness of the
incremental training.

We choose dataset C in this RQ, because there is a major
software change on April 19, resulting in many new alerts
emerging after that day. The data in the first three months
is used as the training set (2019/01/01∼2019/03/31) and the
remaining as our testing set (2019/04/01∼2019/06/30). We
conduct three experiments. In one experiment, the trained
model is applied to the testing data directly without incremen-
tal update. In the other two experiments, we update the model
incrementally every day and every week, and the threshold
is updated accordingly. Besides, XGBoost based on gradient
boosting tree can friendly support incremental training.

Table VII presents the precision/recall/F1-score comparison
before and after the software change. Clearly, before April
19, the alert patterns on the testing set are similar to the
training set. Thus, incremental update has no impact on model
performance. However, after the software change, we can
observe that the model that was trained with past data does not
always perform well in the future. However, the incremental
training improves the F1-score significantly, from 0.68 to 0.88.
Moreover, we find that the daily model update delivers slightly
better performance than the weekly update.

In summary, incremental training is indeed essential to keep
our models in tune with highly dynamic online systems.

TABLE VII: Effectiveness of incremental training.

Methods W/o update Weekly update Daily update
Time P R F1 P R F1 P R F1

∼ Apr.19 0.82 0.87 0.84 0.83 0.87 0.85 0.85 0.89 0.87
Apr.19 ∼ 0.76 0.62 0.68 0.80 0.82 0.81 0.87 0.89 0.88

V. OPERATIONAL EXPERIENCE

A. Success Story

We have successfully applied AlertRank on the alert man-
agement platform in a top global commercial bank. The
deployment shows that AlertRank can identify severe alerts
more accurately than rule-based method. For example, about
the alert in Fig. 2 which is classified into P2 by mistake,
AlertRank can accurately identify this severe alert because
business KPIs anomaly features and alert time (during busy
hour) increase the severity of this alert.

To demonstrate AlertRank’s operational excellence quanti-
tatively, we count the number of alerts that need to be man-
ually examined under the rule-based strategy and AlertRank
perspectively. For rule-based method, engineers usually only
examine P1 alerts and ignore others. For AlertRank, as stated
in §III-A, engineers only check the alert whose severity
scores are higher than the threshold which is selected based
on best performance on training set (0.86, 0.82, 0.87 for
dataset A, B and C, respectively). Table VIII shows the effort
reduction achieved by AlertRank on testing set (one month).
Clearly, using traditional rule-based strategy, engineers need
to investigate more alerts, and they waste much time in
investigating non-severe alerts (low precision) but still miss
many severe alerts (not high recall). In comparison, AlertRank
can significantly reduce the number of alerts which engineers
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Fig. 10: Demonstration of the ranking ability of AlertRank.

need to investigate, while ensuring high precision and recall.
Therefore, AlertRank can save the manual effort for on-call
engineers significantly while retaining alert quality.

TABLE VIII: Comparison of the number of alerts that need
to be investigated (#alerts) and precision/recall (P/R).

Datasets A B C

Rule-based #Alerts 1996 2536 2094
P/R 0.43/0.68 0.47/0.70 0.41/0.74

AlertRank #Alerts 1380 1869 1148
P/R 0.85/0.93 0.82/0.90 0.93/0.92

B. Efficiency

In order to embed our framework in the alert management
platform to help engineers detect severe alerts in real time, we
carefully evaluate the response time of AlertRank. Based on
our experiments, AlertRank can rank 100 alerts in about 2.4
second, which is very acceptable to engineers. It is because the
same alert templates can share the textual features and some
temporal features extracted in training set, which save much
time in feature extraction when online ranking. Besides, the
ranking model can be trained offline with historical data and
then be applied to online data directly. It takes about twenty
minutes to train a model with three-month data on Intel Xeon
CPU E5-2620 machine with 10 cores.

VI. RELATED WORK AND LIMITATION

A. Related Work

Despite a great deal of efforts have been devoted into
alert management, including aggregation [34], correlation [35],
[36] and clustering [37], effective approaches to identifying
severe alerts have remained elusive. [5] proposed a simple alert
ranking strategy based on the linear relationships between alert
thresholds. However, the assumption of a linear relationship
between two KPIs may not always hold in reality. [6] proposed
to learn a rule-based strategy from historical data to distinguish
real alerts from non-actionable alerts. Both of the two methods
only consider the KPIs alerts and revise the threshold strategy.
However, there are various of alerts in practice, such as
network, database and logs. Besides, the severity of an alert
is influenced by various factors, but these rule-based methods
cannot capture the complex relationships of these factors.

Identifying severe alerts is also a relevant research topic
in the fields of intrusion detection system (IDS) [8], [38],
[39] and software engineering [32], [40]. Specifically, IDS

prioritizes alerts based on the domain knowledge about se-
curity (e.g., the source IP and destination IP) and the attack
path, which is different from our scenario. Identifying severe
bug reports is a critical issue in software engineering. Most
methods in this area aim to extract some textual features (e.g.,
frequency and emotion) from bug reports [32], [40], then apply
machine learning techniques to determine the bug severity. In
our scenario, alert severity is much more complicated than
bugs, because we need to consider various factors due to
the complex and highly dynamic online service environments.
Thus these methods do not perform well, which has been
demonstrated in §IV-C1.

B. Limitation

One limitation of this paper is we do not provide too much
details about parameter selection (e.g., the number of topics,
the number of resolution record clusters, etc), because of the
limit of space. Research on the influence of different parame-
ters on algorithm performance can be our future work. Besides,
more reasonable and generic labeling method, incorporating
feature selection technique and selecting the decision threshold
more adaptively can also be our future work.

VII. CONCLUSION

Large-scale online service systems generate an overwhelm-
ing number of alerts every day. It is time consuming and
error prone for engineers to investigate each alert manually
without any guidelines. In this paper, we novelly propose
a ranking-based framework named AlertRank that identifies
severe alerts automatically and adaptively. One key component
of AlertRank is a set of powerful and interpretable features
to characterize the severities of alerts. These features include
textural and temporal features from alerts, and univariate and
multivariate anomaly features from monitoring metrics. We
evaluate AlertRank using real-world data from a top global
bank, and the results show that AlertRank is effective and
achieves a F1-score of 0.89 on average, and significantly saves
efforts devoted to investigate alerts for engineers.
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