ogParse: Making Log Parsing Adaptive through
Word Classification
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. Background

mInternet provide various types of services

mThe traffic is growing rapidly.
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. Background

nStability of services are becoming more and more important.

COMDANY ESTIMATED ANNMNIIAL I REVERNILIE | ACC DED I REVENILIE | ACC DED

Monitor services to keep stability

- — — . . .
- HomeDeptteem INTV Cl l [ ] E: ! i i gs August, in part because of the outage and subsequent recovery effoits, the carrier said m ]
< e

in a statement Friday. The breakdown reduced unit revenue, as the measure is also

known, by two percentage points, Delta said. Bankof America %2
Merill Lynch
BEST $6,126,000,000.00 $698,832.00 $11,647.20
8 BestBuy.com The country’s second-largest airline earlier forecast that third-quarter unit revenue
would fall 4 percent to 6 percent.
A power-control module at Delta’s Atlanta computer center failed and caught fire Aug.
$6,108,500,000.00 $696,852.00 $11,614.20

€OSTCO  (Costco.com 8, shutting down electricity to the system. About 300 of the airline’s 7000 servers
weren’t wired to backup power, the company had said.
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. Service logs

mLogs are the most valuable data for service management

mLogs record a vast range of events (7*24) of services

mEvery service generates logs

Switch Jul 10 19:03:03

Interface te-1/1/59, changed state to dowr‘

Supercomputer Jun 4 6:45:50
HDFS Jun 8 13:42:26

Router Jul 11 11:05:07
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.* Log parsing

mLog analysis > Log-based service management

mLog analysis contains two stepsl:
mLog Parsing and Log Mining

mLog parsing effects the performance of log analysis

)% ol
@» — »#4;;5(\“# »@ A[%_'.@
Performance monitoring Problem Identifying Anomaly detection Failure prediction
[INFOCOM'19] [FSE'18] [IJCAT'19] [SIGMETRICS'18]

[1] Pinjia He, Jieming Zhu, et al. An Evaluation Study on Log Parsing and Its Use in Log Mining. DSN’16
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.* Log parsing

mAn unstructured log is "printf“ed by services

m The goal of log parsing is to distinguish between

constant part and variable part.

Variable parts Constant parts

Q ,
Raw logs Interface ae3, changed state to down Vlan-interface vl122, changed state to down
23 S
Templates Interface *, changed state t(% down Vlan-interface *, changed state to down

Templates consist of
constant parfts.
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.» Adaptiveness

mAdaptiveness is important for log parsing

mGoal: match any types of logs

mIntra-service adaptiveness

mCross-service adaptiveness
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mg paring approaches h

or don't support intra-service
adaptiveness, or do not support

cross-service adaptiveness, or both.
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> Intra-service Adaptiveness

mInfra-service adaptiveness

nSoftware/firmware upgrades can generate new types of logs

mNew logs cannot match any existing templates

Logs

Update

=

]_.

Templates

Match

Historical logs:

L,. Interface ae3, changed state to down

L,. Vlan-interface v122, changed state to down
L;. Interface ae3, changed state to up

L,. Interface ael, changed state to down
Real-time logs:

L;. Interface ael, changed state to up

L. Vlan-interface v122, changed state to up

» 9.2

Template extraction:
T,. Interface *, changed state to down
T,. Vlan-interface *, changed state to down
T,. Interface *, changed state to up
Template update:
A e
Template match:
L->T;,ae3 L,->T, vI22 1,;->T;, ae3
L,->Tj2el  L1.->T,; ael Lgo>7? ? ?




»Intra-service Adaptiveness

m Traditional log parsing methods:

mDrain (ICWS'17), FT-tree (IWQoS'18)
mLogSig (CIKM'11), Spell (ICDM'16), IPLoM (KDD'09)

Historical logs:

L,. Interface ae3, changed state to down

L,. Vlan-interface v122, changed state to down
L;. Interface ae3, changed state to up

L,. Interface ael, changed state to down
Real-time logs:

L;. Interface ael, changed state to up

L. Vlan-interface v122, changed state to up

> 84

Rand index

Template extraction:

T,. Vlan-interface *,
T;. Interface *, chang
Template update:

2
T;. Interface %, chang When face new types of logs,
all traditional methods
achieve low accuracies

index

Tiodse?

Template match:

L,->T,,ae3 L,->T, vI22 L1,->T;, ae3
L,->Tjael  L:->T,; ,ael Le->? 2?2 ?
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traditional template extraction results

when only 10% of logs are used for training
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» Cross-service Adaptiveness

mObservation:
mNo enough historical logs when a brand new service goes online
mAim:

mA model trained by service A is also suitable for service B

< \

= | Train { [_—_' T ] :Intra-service‘E

— g B — I =

000 —— | \ 7 | match |2
Logs of service A : O : Match A

Cross-service adaptive is for ! O ! _ F

= | Input 1 1 Cross-service|=

models rather than template sets. — " [: e ] ———

Templates are generated by Rl LT ; E
trained model. Logs of new serviceB = = = = = — = = = Match B

i LogParse
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» Log compression

mLog parsing without adaptiveness limit many log analysis applications

mRequires a corresponding template for any given log

mLog Compression (An application)

mShort-term storage (real-time queries)

m Template index + Variables
mLong-term storage
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Historical logs:

L,. Interface ae3, changed state to down

L,. Vlan-interface v122, changed state to down
L;. Interface ae3, changed state to up

L,. Interface ael, changed state to down
Real-time logs:

L;. Interface ael, changed state to up

L. Vlan-interface v122, changed state to up

<}
Short term storage by LogParse:
L,->T, ,ae3
L,->T, 122
L,->T,, ae3
L,->T,,ael
L:->T; ,ael
L->T, ,vI22

» 8.4

Long-term comptression
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> Idea

mObservation:

mOperators usually distinguish variables based on features of words

Histotical logs: IeTTer'S are

L,. Interface ae3, changed state to down usual Iy -rempla-re
. L,. Vlan-interface v122, changed state to down di)
Mlxed ChGrGCTer'S L;. Interface ae3, changed state to up WOI"dS

L,. Interface ael, changed state to down

-time logs:
. In@fac@&l , changed state to up
L. Vlan-interface v122, changed state to up

and numbers are
usually variables

A log parsing problem — A word classification problem
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> LogParse Workflow

E—hstorlcal
Logs

Word
labels

Template

Word
representation

Word
classifier

|

extraction

Templates

offline learning

Template word

| |
E combination |‘j :
| z |
| | \ Template ‘failed\ Word Word i
i Ee?(ly;;me match representation Classification ||
i

nOffline learning:

mPrepare training word sets and train word classifier

uOnline log parsing:

mMatch logs and update template sets

2020/8/5

An adaptive
framework for

online log parsin
. gp 9)

\

Toolkit: https://github.com/WeibinMeng/LogParse
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https://github.com/WeibinMeng/LogParse
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> Offline Learning

E—Ilstorlcal Word
Logs Iabels 2 Y

g Template | failed
Ee?cl)élsma_.l match I_’l

1. Extract
templates

Template ( 1 .
extraction | =7

Word Word
represep.tqtlon cIassnfler

1o

offline learning

Template word
combination

Word Word
representation Classification

{ ----------- ~‘ ------------ ~" ------------
i 2. Prepare training 1j 3. Represent 1 i

I T 11 4. Train classifier
™ sets T words 10
A T —— L T —— A T ———
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_» Template extraction

mExtract templates by traditional log parsing methods

mGenerate accurate templates (in of fline stage)

mUnsupervised methods

mUse the results as the initial template set

Rawlogs: o Word Word 3
‘| Historical Word — : > L ‘

L,. Interface ae3, changed state to down I Logs labels representation classifier |
L,. Vlan-interface vlan22, changed state to down I |
L;. Interface ae3, changed state to up. | Template |
L,. Interface ael, changed state to down | extraction offline learning |
:___.T;;__._.:___..__;T.___J___.i_ SR i e e e T 5 e . e gl .___._.___._.___.._;Ti

To line matching Template word |_ i

Templates: [ combination i
T,. Interface *, changed state to down [ A |
~ * i = | Template | failed Word Word |
Jigrellan %nterface Sl S N o i Re?l Hime | ~ match | representation [| Classification ||
T;. Vlan-interface ¥, changed state to up — ) e i




.» Prepare training sets

mDistinguish variable/template words
mvariable words: words in logs but not in femplates

smtemplate words: words in templates

Training data
for word
classifier

Rawlogs: Template words: ri cal Word | Word
L,. Interface ae3, changed state to down -oo. labels representation "| classifier
L,. Vlan-interface vlan22 changed state to down ! —— —

L. Interface ae3, changed state to up. | Template
extraction

L,. Interface ael, changed state to down affine earninz

t_—_.TL'. T= P S as o e e Tem plates S o Ty Wy e gp S R S T e o, G b T (S T S G e

. online matching Templg_te t\gvord
combination [

Templates: Variable words:
T, Interface *, changed state to down

update

v \ 4

Template | failed Word Word
representation Classification

T,. Vlan-interface *, changed state to down Realtime
T;. Vlan-interface *, changed state to up | logs match

A




.* Word representation

mMachine learning algorithms require structured data

mPresent each word by using a character-level count vector

We can
represent any
word even

unseen words

m The set of characters is fixed -> fixed dimensionalit
me.g., 128 characters in ASCII

Character count vector: E"""""""""-""""""""-"""“i --------- ;AI_“_d_ _________ I _______ ‘_A_’ _“é“—““-i

Templates words: a-z,A-Z, 0-10, symbol label HisLtoricaI le;)rld repres:;tation 1 classifier

Interface changed state A2, 5500 0= xS0 e temaplate E og° 2 “e - e e, == J |

to Vlan-interface [RTSE el 5t T oK ae | v fizi D ¢

down up (R X et Xl o X semstiiemplage i ;r)c(etrrnarélta:(t)% , _ i

[1,.2,4,x,0,0,xxx] template | | offiine learning 1

[X’ e X] LAEERS i—_—:;—..-_-.-.-_-.-.-_-..-;T.-_-.-.-_-:- Templates e e e T i e S e S ‘___:::::;Ti

e (% 080 ey LSl temiplats . online matching e T%mglgitneat‘%or:d 2 |

Variables words: B R, D« tiSse sl variable ' | :
| v

ae3, acl, vlan22 e R0 U s oes e Ustemplate i Realtime Template | failed Word e Word \

| logs match "| representation Classification ||




> Word classifier

m Train supervised machine learning classifier
mE.g., SVM, Random forest.

m The whole framework of LogParse is unsupervised

The whole
framework is still
unsupervised

mWe used unsupervised methods to generated training set

___________________________________________________________________________________________ i

: I d ‘
Character count vector: ' | Historical Word Word > R

a-z,A-7Z, 0-10, symbol label : Logs labels representat@n I classifier :
a e SN o

2y e O S S gl e e pldfe :
B K 12,2 o, Yo e T A E E Template o

i | extraction - .

! offline learning

[x,.x,x,,x,0,0---,x,1,x] template | Machine

t_—_.TL'..'_'.'.'_'.'.'_'..'LT.'_'.'.'_'.T' Templates S o Ty Wy e op o R G e SR o, T b e (G, A St 0 ¥

1,24, x,00,%xxx] template : > i ‘
PR ot K O 0 T e X - i T D le ) | online matching update T%g‘rﬂlglt:amor:ﬂd < |
BSE ot 0520 It e mplate d | |
R oy, I~ X ol erevarTal e Wo'r' R - * |
Rty : classifier I Template | failed wod || word |
[Xa X, X, X LU, > X5 4, X] template | |Ogs match 7 representation Classification \
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> Online log parsing

Word Word
E"ngé;cal | ‘ &V&g I—_’l representation I—’l classifier

Template T
extraction

offline learning

P S Templates """ 7L 7 E— % W5 R - W I .~ s I

3 Template wor

online matching

update|  combination

s Template | failed Word Word
‘Re?(lfé;mel (\2) match ‘ '\ representation H Classification

3
Bl

II ‘I { -------------------- ~‘
: 1. New templates generation : : 2. Templates matching :

I i
N e e . . J . . . . . . . /

Weibin Meng
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.» New templates generation

nSteps:

nClassify each word by the trained word classifier.

mConstruct a new template by combining all template words

Template
words

Historical logs:

L,. Interface ae3, changed state to down

L,. Vlan-interface v122, changed state to down
L;. Interface ae3, changed state to up

s Interface ael, changed state to down

Online logs (new type):
29Vlan-interface w122, changed state to up

variable

oy

words

/Template set:
T,. Interface *, changed state to down
T,. Vlan-interface *, changed state to down
T,. Interface *, changed state to up
T, &
Template match:
L,->T, ,ae3 L,->T, vI22

2020/8/5

log parsing problem — word classification problem
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Historical
Logs

‘| Template
1| extraction

. online matching

Word
labels

Word
representation

Word

| classifier

offline learning

<
' | Real-time
! logs

Template word |_
“Pdaie combination |* I
A \ 4 il
Template faileli‘ Word Word wl
match J representation Classification |

N 0 R L W - —__—__i_i_‘J
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.» Template matching

mBuild a prefix-tree for template matching

mEach root-to-leaf path is a template o
Templates: /\
T. Interface *, changed state to down Interface Vlan-interface

T,. Vlan-interface *, changed state to down

Ts. Interface *, changed state to up I:> changed changed
Template update: state state
T4. Vlan-interface *, changed state to up
to to
Online log: /\ / 22
Interface ae3, changed state to down Bt
down up down | 1 up |
Ty T; T, T,
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»Datasets & Baselines

mDatasets:
Datasets Description # of logs
HPC High performance cluster 433,489
HDFS Hadoop distributed file system 11,175,629
ZooKeeper ZooKeeper service 74,380
Hadoop Hadoop MapReduce job 394,308
mBaselines:

mDrain (ICWS'17), FT-tree (IWQoS'18) which claimed to support template update
mLogSig (CIKM'11), Spell (ICDM'16), IPLoM (KDD'09) don't support tfemplate update
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_»Evaluation on Intra-service adaptiveness

Drain %54 Spell [ 71 IPLoM FT-tree LogSig
10F 07 y 100 451.001.00 1.001,001.000 97 1.000991.000,970 97
X L ' \ : ,
) B
Yos
£ 06}
©
=04
=0 :
OO ) A 4 L 4 | X S
HPC HDFS Zookeeper Hadoop

Results of baselines when all the logs are used for training

N
All baselines perform good
in of fline stage
J
p

Drain [.%2] Spell IPLoM FT-tree LogSig
1.0 -
x 087 087
(18] 0.83
s 073 1
.E 0.6 ’ 0,52 0.52.0.55
T 04 . 0.37.0 3393793
5 02] r‘-‘ﬁ“—ﬁ“’fﬁl g3 12 . .
@ 0.0 :" 1 °°° } 1 L } |J " n
HPC HDFS Zookeeper Hadoop

Results of baselines when only 10% of logs are used for training

Drain w/ LogParse
FT-tree w/ LogParse

“++4 Spell w/ LogParse |
LogSig w/ LogParse

All baselines perform bad
for online matching and update

J

| IPLoM w/ LogParse

24097 0.9
o

1.00
0.98 45,098 :

0.98.1.00 0,98 0,98 ‘

0.97

0.940.97
0.78

HPC

HDFS

Zookeeper

Hadoop

Accuracy of LogParse is even
higher than baselines trained
by all logs.

\

Results of LogParse when only 10% of logs are used for training
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> Evaluation on stability

LogParse is stable
094 to the scale of
training data

Rand index

0.90 F Ty
0.88| = ZOOkeeper |
0.86 | » =v Hadoop

10% 20% 30% 40% 50% 60% 70% 80%  90%
Percentage of training data

template accuracy as the percentage of training
data increases from 10% to 90%
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24



Traine

2020/kogs of new service B

_» Evaluation on cross-service adaptive

Training data

Testing data (service B)

(service A) LHDEFS_I*—~ Zookeeper Hadoop
dby I HPC | - .10.983 1 Matchto  0.999 0.923
HDFS 0.982 - 0.993 0.974
ZooKeeper 0.993 1.0 - 0.937
Hadoop 0.983 0.999 0.999 -
R g TS S Y \
e

Logs of service A

A4 R gD R Ay R

P

Cross-service

=

o M P o R e T B

match

M8,

On average,

LogParse achieves

a Cross-service

accuracy of 0.980
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.» Evaluation on compression

Type Method HPC HDFS Zookeeper Hadoop Average
LogParse 13.0%  14.0% 19.6% 4.6% 12.8
Shore-term bzip 9.6% 17.4% 9.7% 6.4% 10.8%
storage 7zip 9.7% 18.1% 9.4% 5.9% 10.8%
Zip 11.4%  20.9% 10.1% 7.2% 12.4%

4% 1.2% 1.8%

Long-term LogParse+bzip 1.4% 2.1%
storage  LogParse+7zip  2.3%  2.6%

LogParse+zip 2.2% 2.6%/( LogParse is helpful
to log compression

2020/8/5 Weibin Meng



.* Conclusion

Log compression, an

application of
LogParse

* Intra-service
 Cross-service * Assign template

for any given log +oolkit

An open-source
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