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Unsupervised Clustering
• Unsupervised clustering aims at grouping similar observations together in an 

unsupervised manner.

• Traditional methods: simple similarity measure and statistical distributions in 
data space.

• Learning good representations plays an important role in improving clustering 
accuracy.



Generative Model Based Methods
• Model the clustering assignments as a latent variable through deep generative 

models.
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Mean-field approximation: q(z,y|x) = q(z|x)q(y|x) q(y|x) = p(y|z)Additional Assumption:

[1] [2]
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Our approach NVISA
• Directly using q(z|y,x) instead of using the mean-field approximation for 

unsupervised clustering.

Graphical model of NVISA. (left) Variational model (right) Generative 
model. Gray nodes are observations, white nodes are latent variables.

Straightforward factorization: q(z, y|x) = q(z|y,x)q(y|x)

Variational Inference (VI) selection and std annealing trick



Candidate Variational Inference
EnumY

NVIL[3]

VIMCO[4]



VI Selection
Training loss of NVISA 
with different variational 
inference methods on 
MNIST.

The VIMCO method with 
our proposed std
annealing trick below 
achieves the stable 
training and best 
clustering results.



Std Annealing
• Standard deviations annealing on Gaussian posteriors p(x|z) and q(z|y,x).

• Help the model converge.

• Alleviate the ``mixture model’’ (trivial solutions) problem and improve the 
clustering performance.
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Experiments Setup
• Datasets: MNIST, fashion-MNIST, STL-10, CIFAR-10, CIFAR-100.

• Raw pixels for the first two datasets, features extracted by pretrained Resnet-50 
on ImageNet for the others. 

• Baseline methods: AE+GMM, VAE+GMM, DEC[5], GM-GAN[6], GMVAE[1], VaDE[2] and 
LTVAE[7].

• The last three methods also used VAEs with mixture priors for clustering.



Overall Performance

Use pretrained AE+GMM as an initialization can further improve the performance on MNIST 
to 98.04 ± 0.17%.



Ablation Study
Unsupervised Clustering 
accuracy on MNIST, with 
different variational 
inference methods and 
other configurations.

The default settings are 
Gaussian posteriors, 
q(z|y,x) factorization and 
15 VIMCO samples, if not 
specified.



Sample Generation
Generated samples using NVISA with 
different VI methods. (a) EnumY (b) 
VIMCO with 1000 samples (c) EnumY
with std annealing (d) VIMCO with 15 
samples and std annealing (NVISA)

Ancestral sampling:

Marginal distribution: p✓(z) =
X

y

p✓(z|y)p✓(y)

y ⇠ p✓(y), z ⇠ p✓(z|y),x ⇠ p✓(x|z)



Learned latent space

10,000 encoded test-set digits and 10,000 
samples from the prior on MNIST, 
dimensionally reduced by t-SNE[8], 
colored by model predicted labels. 

”*” indicates the std annealing is applied.

Values in parenthesis are the test-set 
clustering accuracy.
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Conclusion
• We propose an unsupervised clustering method NVISA based on Gaussian mixture 

VAE.
• We point out that directly using q(z|y,x) instead of the mean-field approximation 

can benefit the clustering task.
• We use the non-reparameterized VI method VIMCO as well as our proposed std

annealing trick to stabilize the training process and help form better embeddings 
in the latent space.

• NVISA overall outperforms all the baseline methods on the five benchmark 
datasets.

• More powerful priors can be incorporated into NVISA to enhance the representation 
capability. The recent self-supervised data augmentation technique can also be 
applied on NVISA to further improve the clustering accuracy.
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