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Online Service Systems
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Search
Engine

Online
Shopping

Social
Network

Online service systems have become 
an indispensable part in our daily life.

Ensuring service reliability
and user experience are

vital!



Incidents
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Poor user experience Huge economic loss

Due to the large scale and complexity of online service system, incidents (i.e., 
unplanned interruption/outage to a service) are still inevitable.

System unavailable



How to reduce the influence of 
incidents 
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Take some proactive 
actions to prevent 
incidents

Mitigate the already 
happened incidents 
as soon as possible 

Incident mitigation
and diagnosis Incident prediction



Existing Works
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Switch[SIGMETRIC18]Node[FSE18]Disk [KDD16,ATC18] Equipment[KDD14]

Existing incident/failure prediction works:

1. Target at the prediction of a specific type of failures 
2. Extract omen patterns from a large amount of logs or metrics 



Incident Prediction with Alerts
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TraceMetric Log

Various
monitoring data

Anomaly detection
and alerting rules

Alerts: report 
anomalies from 
monitoring data 

Related work:
AirAlert [WWW19]

Examples of alert data



Practice of Incident Prediction with Alerts
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Manual rules1

Server may 
be down

1. Keywords: TCP is not 
responding

2. Involved 4 serves
3. Duration: >3 minutes
4. No software changes

• Time-consuming and tedious 
• Require experienced experts 

with rich domain knowledge 
• Not adaptive



Practice of Incident Prediction with Alerts
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Manual rules Association rule mining:
FP-Growth

System 
performance 
degradation Time lag

1 2

Server may 
be down

1. Keywords: TCP is not 
responding

2. Involved 4 serves
3. Duration: >3 minutes
4. No software changes

Alert: CPU
usage larger
than 80%

• Only cover a very small set of 
incidents

• Time-consuming and tedious 
• Require experienced experts 

with rich domain knowledge 
• Not adaptive



Problem Formulation
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Observation
window 𝑤 Prediction

window 𝑡!
Lead
Time 𝑡"

Current
time

Time

？

𝑡 𝑡 + 𝑡" 𝑡 + 𝑡" + 𝑡!𝑡 − 𝑤

Time window classification

Positive: early warning
of an incident

negative: no incident



Challenges
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Interpretable prediction
results, to facilitate them to 
understand and handle this 
incident

How to extract useful 
information from alert
data with tens of
attributes

How to reduce the 
influence of noisy 
alerts

1 2 3
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Early Warning

eWarn



eWarn
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Historical
alert data

Incident
tickets

Training
data

Feature
extraction

Feature
aggregation

Feature engineering
with MIL

Online data

Classifier Early
warning

Training

Prediction

+
-

Interpretable
analysis
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Feature Engineering
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Historical
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Training
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Feature engineering
with MIL

Online data
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warning
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Prediction

+
-
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analysis

Feature
extraction

Textual features: Topic model

Statistical features: count,
window time, Inter-arrival 
time, etc.

1
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Feature Engineering
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+
-
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Multi-instance learning

Omen alerts: assign larger weight

Non-omen alerts: assign small weight, to
bypass noisy alerts 

Server
down

Lead
time

Negative
window

TCP is not
responding

Server ping
failed

Memory usage 
exceeds threshold

Positive window

Clustering-based feature aggregation

2

Feature
extraction

Textual features: Topic model

Statistical features: count,
window time, Inter-arrival 
time, etc.

1



Classifier and
Interpretability Analysis
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Current time: 2020-02-22 10:20:00
Warning: There is a probability of 0.76 that incident of “Long response time of this
service” will occur during 10:30-11:00. Please take actions!

Prediction probability

Neg
Pos

0.24
0.76

Topic #27 Oracle, AAS (average active session), SQL, lock, connection…

Topic #5 switch, port, unaccessible, network, ping…
Topic #4 response, packet, order, accounting, communication…

Topic#27 0.5
Topic#5 0.08
Topic#4 0.01
level3 1
Weekend 0
Hour10 1
Topic#14 0.00
Server 2

Neg Pos

Topic#27 0.01
Topic#5 0.01
Topic#4 0.01

Level3 0.00
Weekend 0.00
Hour10 0.00
Topic#14 0.00Server 0.00

low

high

Feature contribution Feature value

Topic and keywords

1

4

2 3

Prediction
• Handle class imbalance:

oversampling with SMOTE
• XGBoost

Historical
alert data

Incident
tickets

Training
data

Feature
extraction

Feature
aggregation

Feature engineering
with MIL

Online data

Classifier Early
warning

Training

Prediction

+
-

Interpretable
analysis

Interpretable analysis4
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Experiment Setup
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Datasets: 11 real-world online service systems

Baseline methods

• AirAlert
• TF-IDF-LSTM
• FP-growth



Overall Performance
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Precision (P), recall (R) and F1-score (F) comparison between eWarn and compared approaches 



Contribution of Each Component
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Discussion

27

Database ComputationWeb server

Long service
response time

• Server load
• Network
• I/O
• Log file
• …

• Database
metrics

• Waiting event
• Database

server metrics
• …

• Middleware
related metrics

• Related server
metrics

• Log file
• …

Incident

Root cause

Incident prediction Incident diagnosis

Service
component

The relationship between incident 
prediction and incident diagnosis



Lessons Learned
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Not all incidents can be predicted well in advance.

Prediction window size is important for incident prediction.

Incremental updating.



More in Our Paper
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• Detailed approach

• Parameter analysis

• More discussions

• Threats to Validity



Conclusion

Motivation: take proactive actions to prevent the incoming 
incidents and ensure the quality of software services.
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Solution: eWarn, including feature engineering with multi-
instance learning, classification and interpretable analysis.

Experiments and deployment in practice.



Thank you !

Q&A
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