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Microservice Systems

• Microservice architecture: the lasted trend to build systems

• What is microservice architecture?


• Loosely coupled and independently deployed ‘micro’ services


• Communicating with other services to realize a user request

• Benefits:


• Fast delivery


• Better scalability


• Greater autonomy
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Frontend

RecommendationAd-Service Product

Different services are developed and maintained by 
different teams

Many related services also behave abnormally due 
to the dependency among services

When a fault happens, we need to localize the root-
cause service at first before the corresponding 

team’s further investigation
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Background
Challenges of Root Cause Localization in Microservice Systems

3. Various types and huge volumes of monitoring data

service metrics / logs

container metrics / logs

OS metrics / logs

hardware metrics / logs
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Traces record detailed dependencies and enough 

contextual information for root-cause service localization
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• MEPFL[FSE’19] uses a supervised machine learning model to ‘‘classify’’ the 
root-cause service for an abnormal trace. 

abnormal 
trace

Supervised 
Classifier

1

0

0

0
…

Frontend
Product
Cart

Ad-Service

MEPFL Supervised approaches rely on training data with 
high coverage on all fault types and microservices

It is hard for supervised approaches to 
handle new faults
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Insight:  Intuitively, a microservice covered by more abnormal traces but 
less normal traces is more likely to be the root cause.

The existing trace-based approaches utilize  
only single traces and abnormal traces.

Our insight utilizes the statistical information  
based on both normal and abnormal traces
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Highlight 1: We select useful features by testing whether the distribution of abnormal and normal 
invocations with respect to a feature changes after the fault happens

CPU usage Before After
Normal 99% 90%

Abnormal 1% 10%

✅ Useful feature

Throughput Before After
Normal 98% 98%

Abnormal 2% 2%

❌ Irrelevant feature

The number of anomalies with respect to useful 
features and irrelevant features are different
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TraceRCA outperforms unsupervised baselines 
and perform as well as supervised approaches


under different situations
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TraceRCA achieves relative 
good performance with only 
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