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Log Anomaly Detection
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Log data is a valuable data source in online service systems, which records detailed 
information of system running status and user behavior.

09:37:53 INFO AllocateBlock
09:37:54 INFO Receiving block 
09:37:54 INFO Receiving block 
09:37:54 INFO Receiving block 
….
09:38:49 WARN Redundant addStoredBlock

• Log anomaly detection: identify 
abnormal system behavior

• Assist engineers in identifying incidents 
promptly and diagnose incidents 
rapidly



Traditional Log Anomaly Detection

• Keywords and regular expressions 
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1. It is tedious to set manual rules for such numerous and various logs 

2. Setting rules requires intensive domain knowledge, while the manpower of 
experienced engineers is limited.

3. Services are usually under frequent software changes. Thus the manual rules 
should be constantly updated and maintained.



Pipeline of Log Anomaly Detection
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02:45:01 systemd[1]: Reloaded 
System Logging Service.
02:45:01 vsftpd[132130]: 
[billing] OK LOGIN: Client 
x.x.x.x
02:45:01 vsftpd[132197]: 
[billing] OK LOGIN: Client 
x.x.x.x…

Template + variable

LSTM

Clustering PCA

Template count

Template sequence
Fixed window

Sliding window

Session window

Semantic vector

Time interval … Bi-LSTM

…

① Log Collection ② Log Parsing ③ Grouping ④ Feature Representation ⑤Anomaly Detection

Time systemd[*]: Reloaded 
System Logging Service.
Time vsftpd[*]: [billing] OK 
LOGIN: Client ip
Time vsftpd[*]: [billing] OK 
LOGIN: Client ip…

Pipeline of existing log anomaly detection approaches 



Practical Challenges
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1. Keywords 2. Template count 3. Template sequence

4. Variable value 5. Variable distribution

A B
C

D

Return codeResponse time

JVMDUMP013I Processed 
dump event “systhrow”, 
detail “java/lang
/OutOfMemoryError".

A

B

08:00 INFO Receiving block
08:01 INFO Allocate block
08:02 …
08:35 INFO Receiving block

6. Time interval

1. Various logs and complex abnormal patterns

Users
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Practical Challenges
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3. Lack of domain knowledge2. Poor interpretability

• Most of existing algorithms 
work as a “black box”.

• Engineers cannot gain any 
intuitive and actionable insights 
from the abstract results

• Incorporating domain knowledge is 
necessary due to the variety of logs 
and abnormal patterns.

• Handle some special situations and 
ensure human-computer 
interactive log analysis, to enhance 
the performance and 
interpretability.



Empirical Study
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What role do logs play 
in incident 
management? 

How about the 
performance of the 
current practice of log
anomaly detection in 
the real world? 

What logs engineers 
frequently use in daily 
maintenance,
and what abnormal patterns 
may exist in log data?

RQ1 RQ2 RQ3

Log anomaly detection in incident management



Empirical Study
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Empirical Study
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1. Log anomaly detection is valuable for incident management.

3. Log types and abnormal patterns are indeed diverse in practice. Thus a practical, 
effective and generic log anomaly detection approach is in urgent demand.

2. Engineers tend to use keyword-based method in current practice due to better 
interpretability, while the performance is far from satisfying.



Experimental Study
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How about the 
effectiveness of existing
approaches on various real-
world logs?

How about the 
efficiency of existing
approaches?

RQ1 RQ2

The performance of existing 
approaches in practice

Deatails of our experimental datasets 



Effectiveness and Efficiency
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Summary
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1. About effectiveness, existing approaches perform unstably on different 
datasets, mainly due to the variety of log abnormal patterns and the limitation 
of each approach. 

2. About efficiency, all studied approaches could achieve satisfactory detection 
time, while deep learning based approaches require higher training time than 
statistical approaches. 



LogAD
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02:45:01 systemd[1]: 
Reloaded System Logging 
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Core Ideas
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Import a knowledge 
base fusing expert 
experience

Integrate multiple 
anomaly detection 
techniques

An intuitive alert 
report with good 
interpretability

Knowledge
base

Template
count

Template
sequence

Variable
value

New
pattern

Keywords
Variable
distribution

…

Alerts

Dashboard

Lack of domain
knowledgePoor interpretabilityVarious logs and 

abnormal patterns



Lessons Learned
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There exists a gap 
between the research of 
algorithms and real 
application scenarios.

A single algorithm is 
usually not a panacea in 
practice.

Choose appropriate logs 
for anomaly detection.

Human-computer 
interactive log analysis.



Conclusion
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We propose several significant practical challenges when applying log anomaly 
detection approaches in academic to practice.

We conduct the first empirical study and an experimental study based on real-world 
data and obtain several key observations, supporting these challenges. 

We propose a generic log anomaly detection system named LogAD to tackle these 
challenges together.

Hope our work can provide some inspiration and guidance for practitioners and 
researchers to apply log anomaly detection to practice.



Thank you!
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znw17@mails.tsinghua.edu.cn


