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Abstract—Monitoring Key Performance Indicators (KPIs) and
detecting anomalies in online service systems is critical. How-
ever, choosing the right KPI anomaly detection algorithm and
appropriate hyperparameters presents a challenge. Conventional
Automated Machine Learning (AutoML) struggles to address this
because the hold-out dataset lacks labels and its loss doesn’t
reliably reflect anomaly detection accuracy. To address the
above challenges, this paper introduces AutoKAD, an AutoML
framework designed to solve the combined algorithm selection
and hyperparameter optimization problem for unsupervised
KPI Anomaly Detection. We propose a label-free universal
objective function, inspired by the Local Outlier Factor (LOF),
for evaluating AutoML trials. Additionally, we improve the
acquisition function and designs a cluster-based warm start
strategy to enhance exploration effectiveness and efficiency. The
experimental results on three real-world datasets show that our
approach outperforms the SOTA model selection algorithm by
11% in F1-score and achieves comparable performance (99%)
with theoretically optimal results. We believe that AutoKAD can
greatly improve the deployment feasibility of existing anomaly
detection algorithms in real-world systems. Our code is anony-
mously released at https://github.com/NetManAIOps/AutoKAD.

I. INTRODUCTION

In today’s digital world, online service systems, such as
search engines, e-commerce platforms, and social networks,
have become an integral part of our daily lives. To ensure
seamless service and maintain user satisfaction, IT operations
engineers in these companies closely monitor Key Perfor-
mance Indicators (KPIs) such as response time and success
rate, providing a comprehensive overview of the system’s
performance. KPI anomaly detection (KAD) plays a crucial
role in identifying potential issues by detecting anomalies in
KPIs, thereby accelerating the process of failure diagnosis and
mitigation.

Tremendous efforts have been devoted to KPI anomaly
detection in the literature. Existing work includes supervised
approaches based on ensemble learning (e.g., Opprentice [1],
EGADS [2]), semi-supervised approaches (e.g., ADS [3],
ATAD [4]), and unsupervised approaches, which involve tradi-
tional statistical methods (e.g., Holt-winters [5], ARIMA [6])
and deep learning-based methods (e.g., Donut [7], LSTM-
NDT [8], Buzz [9], OmniAnomaly [10], Interfusion [11],
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AnomalyTrans [12]). Unfortunately, faced with various algo-
rithms and numerous KPIs in the real world, we encounter
a classic challenge for machine learning algorithms, a Com-
bined Algorithm Selection and Hyperparameter optimization
(CASH) problem [13]. More specifically, the first one is how
to select suitable algorithms. Although the superiority of each
algorithm has been illustrated in its paper, the performance on
different KPIs with various patterns (e.g., seasonal, variational,
and stationary) are unstable. For example, Donut is designed
only for seasonal KPIs and performs poorly on other KPIs. The
second one is hyperparameter tuning. Deep learning-based
algorithms have been widely applied to unsupervised KPI
anomaly detection to enhance performance in recent years.
However, some hyperparameters in neural networks should be
configured in advance. For example, the F1-score of Donut
could range from 0.2 to 0.9 even on the same KPI given dif-
ferent settings of the hyperparameters. In summary, algorithm
selection and hyperparameter selection could directly influence
anomaly detection accuracy.

In practice, selecting suitable algorithms and tuning pa-
rameters is difficult for operators for the following reasons.
First, most traditional operators are responsible for monitoring
rather than being machine learning experts. The selection of
algorithms and hyperparameters is a black-box task for them.
Second, the number of KPIs of a typical service in the real
world can be tremendous, often more than tens of thousands.
Manually selecting a satisfying algorithm and hyperparameter
for each KPI is time-consuming. Third, the search space
of hyperparameters is usually huge. Sometimes it is hard
for a human to find the best algorithm and hyperparameter
combination. The complexity of algorithm selection and hy-
perparameter optimization slows down the pace of algorithms’
deployment in the production environment. Consequently, de-
signing an automated framework to solve the CASH problem
for KAD for operators is in urgent demand.

AutoML (Automated machine learning) has been a pop-
ular method to deal with the CASH problem in the field
of machine learning [13]–[22]. However, directly applying
existing AutoML frameworks faces the following challenges.
1) Unattainable objective function. Considering it is difficult to
obtain sufficient anomaly labels, it is unfeasible to accurately
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evaluate the performance of a specific AutoML selection by
widely used evaluation metric (e.g., F1-score). In addition,
the performance of anomaly detection algorithms cannot be
effectively demonstrated using the validation loss on hold-out
datasets. This is because that existing popular KPI anomaly
detection methods [7]–[11] aim to model the pattern of input
KPI based on reconstruction or prediction loss. A smaller
loss on the hold-out dataset can not represent a better result
for anomaly detection as the input is noisy and may contain
anomalies. 2) High time complexity. As mentioned earlier, the
number of KPIs in practice is huge. The company is unwilling
to bear the cost of time and resources if the AutoML model
takes too long to search for algorithm and hyperparameter
combinations.

To address the above two challenges, in this paper, we
propose AutoKAD, an AutoML framework designed to solve
the CASH problem for unsupervised KPI Anomaly Detection.
AutoKAD consists of three phases: cluster-based warm start,
Bayesian Optimization (BO)-based configuration search, and
rule-based configuration recommendation as illustrated in
Fig. 1. In BO-based configuration search phase, AutoKAD
proposes a novel label-free objective function called MSE-
NF (Mean Squared Error with Normal Factor) to assess the
effectiveness of a specific trial given by AutoML. In the MSE
part, we measure the similarity between the output KPI and
the input KPI. However, since the input KPI is noisy and may
contain anomalies, relying completely on the MSE part will
lead to an overfitting of abnormalities in the input. Inspired
by the Local Outlier Factor (LOF) [23], we propose NF to
evaluate the normality of reconstructed KPIs.

To tackle the challenge of time efficiency, AutoKAD firstly
activates the clustering-based warm start mechanism to learn
the successful experience of similar KPIs tuned in the past
(shown as cluster-based warm start in Fig. 1). This phase
dramatically increases the time efficiency of AutoKAD. More-
over, we optimize the acquisition function of Bayesian Op-
timization, specifically by improving the original Expected
Improvement (EI) acquisition function to derive the Similarity
Weighted Expected Improvement (SW-EI), thereby enhancing
the effectiveness of configuration search. Finally, our rule-
based strategy recommends appropriate configurations re-
turned by AutoKAD according to the preferences of operators.

The contributions of this paper are summarized as follows:

• We propose AutoKAD, an AutoML framework for unsu-
pervised KPI Anomaly Detection, which assists operators
in choosing better algorithms and optimal parameters. The
comprehensive evaluation shows that AutoKAD achieves an
F1-score of 0.80 for each KPI on our datasets, which is up
to 40% higher than a widely used Donut model [7] with
carefully tuned hyperparameters.

• Through the well-designed evaluation objective function
MSE-NF and acquisition function SW-EI, for the first time,
we have successfully overcome the challenge of evaluating
unsupervised KPI anomaly detection tasks without the as-
sistance of labels.

• A cluster-based warm start strategy and a configuration rec-
ommendation strategy are proposed by AutoKAD to improve
the exploration efficiency and effectiveness. Our cluster-
based warm start mechanism reduces the searching time of
AutoKAD from one hour to 15 minutes. Our strategy of con-
figuration recommendation mechanism can give close-to-
optimal configurations, according to operators’ preferences.

• We have deployed AutoKAD in a real-world online service
system in a top commercial bank serving their KAD models.
Our code is anonymously released at https://github.com/
NetManAIOps/AutoKAD and we believe that AutoKAD
can greatly advance the deployment of anomaly detection
algorithms in practical systems.

II. BACKGROUND

A. KPI and KPI Anomaly Detection

Key Performance Indicators (KPIs) are time-series data
collected from a myriad of sources such as network traces, web
access logs, and data centers, among others. As a substantial
gauge of service quality, KPI data often provide crucial
information. A consistent KPI typically reflects the smooth
operation of a service. However, anomalies, such as spikes
or dips, within the KPIs may indicate potential service faults.
Fig. 2 shows three typical KPIs: seasonal, stable, and unstable,
with anomalies marked by red dots. Since most user behaviors
are cyclical, the seasonal type of KPI is usually the majority
in the real-world environment [7]. Anomalies within KPIs
could lead to a significant influence on the revenue of the
company. Therefore, it is essential for the company to closely
monitor KPIs and promptly detect anomalies in KPIs to reduce
unexpected economic losses.

In recent years, dozens of KPI anomaly detection algo-
rithms based on machine learning have been proposed to
help the operators identify the anomalies and achieve great
success [1], [2], [5]–[9], [12], [24]. Because of the difficulty
of obtaining high-quality labels of KPIs, unsupervised KPI
anomaly detection algorithms are more popular than super-
vised algorithms in this field. Most unsupervised KPI anomaly
detection algorithms are based on prediction or reconstruction.
The algorithms based on prediction or reconstruction take an
interval of data points from the KPI as input. The prediction
algorithms use the input to predict the next data point. The re-
construction algorithms use the input to reconstruct the whole
interval. The unsupervised KPI anomaly detection algorithms
are trained with normal KPI data and learn normal patterns.
In the testing phase, the algorithms attempt to predict or
reconstruct the normal KPI. If the prediction or reconstruction
KPI is very different from the original KPI, the algorithm
declares that an anomaly happens. Both prediction algorithms
and reconstruction algorithms can estimate the normal KPI
from the raw KPI data.

B. AutoML

Owing to the remarkable superiority in anomaly detection
performance that machine learning-based models offer com-
pared to traditional methods, there has been a growing trend
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Fig. 1. Overall architecture of AutoKAD
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Fig. 2. Examples of three typical KPIs (seasonal, stable, unstable) from global
Internet companies. The red dots mark the obvious anomalies.

of deploying machine learning-based models in industrial
environments. However, it’s noteworthy that the majority of
operators in the industry, tasked with anomaly detection, are
non-experts. They often resort to utilizing these machine
learning-based models directly “out of the box”, bypassing
critical steps such as algorithm selection and hyperparameter
tuning.

In recent years, automated machine learning (AutoML)
methods have been introduced to address this Combined Al-
gorithm Selection and Hyperparameter optimization (CASH)
problem [13]–[22]. To apply a machine learning-based KAD
model, we need a pipeline which involves several components,
typically including algorithm selection, data preprocessing,
hyperparameter optimization, and network architecture search-
ing. The principal aim of AutoML methods is to automate
these facets of the machine learning pipeline, thereby mini-
mizing the human involvement required.

However, to our understanding, the existing AutoML meth-
ods addressing the CASH problem necessitate the target al-
gorithm to be supervised. These AutoML techniques require
ground truth labels to evaluate the performance of the target
algorithm, which influences the subsequent trial of the combi-
nation of the algorithm and corresponding hyper-parameters.
The absence of dataset labels significantly complicates the
performance evaluation process, rendering the current AutoML
frameworks unsuitable for practical use.

C. Problem Definition

To the best of our knowledge, there are no AutoML methods
designed for KAD to solve the CASH problem in the literature.
Our goal is to design an effective and efficient AutoML

framework for KPI anomaly detection working on unsuper-
vised anomaly detection algorithms. We define this problem as
follows. Given a KPI X = [(x1, y1), · · · , (xN , yN )], xi ∈ R
and yi ∈ {0, 1} denote the value at time i and the ground
truth of whether it is an anomaly, respectively. Given a set
of KAD algorithms G = {g1, g2, ..., gm}, gi : x 7→ y,
and for each algorithm gi a set of possible hyperparameters
Θi = {θi1, θi2, ..., θini

}, the goal of CASH for KAD is to find
the best gi and the corresponding configuration θj :

argmax
g∈G,h∈Θg

L(g, θ;X) (1)

L(g, θ;X) is a objective function measuring the anomaly
detection performance of algorithm g with hyperparameters θ
on the KPI X . For easy follow-up, we call a combination of
the g and θ a configuration h = ⟨g, θ⟩, h ∈ H. So the goal
can be equivalently defined as:

argmax
h∈H

L(h;X) (2)

III. METHODOLOGY

A. Framework Overview

Fig. 1 illustrates the overall architecture of AutoKAD, in-
cluding three main phases: cluster-based warm start, Bayesian
Optimization (BO)-based search, and rule-based configuration
recommendation. The whole workflow is shown in Algo-
rithm 1. We discuss the detail of these three phases in the
following sub-sections.

The core module of AutoKAD is the BO-based configuration
search. Generally, a BO-based AutoML framework has three
important components: surrogate model, objective function,
and acquisition function. The surrogate model aims to estimate
the performance of unobserved configurations according to
the observed configurations. Gaussian Process (GP) is an
efficient and effective surrogate model widely used in BO-
based AutoML. Therefore, In AutoKAD we adopt GP as our
surrogate model.

The role of the objective function is to evaluate the per-
formance of configurations. Thus, the most immediate goal
of AutoML is to search for valid configurations to maximize
(or minimize) the objective function (lower or bigger). For
datasets with ground truth, the final evaluation metric (e.g.,
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Algorithm 1 The Workflow of AutoKAD
Input: giθ ∈ G, i ∈ {1, ..., n}: n different unsupervised KAD

algorithms hyper-parameterized by θ
Input: X: incoming KPI
Input: θ ∈ Θ: Hyperparameter space
Input: f : Our MSE-NF objective function
Input: SW-EI: Our acquisition function
Input: Dh: History tuned KPIs

Phase 1: Clustered-based warm start
1: apply ROCKA to Dh and get clusters C = {C1, C2, ...}
2: assign X to an existing cluster Ci

3: find the best configurations on cluster centroid KPI XCi

for n KAD algorithms
4: generate initial configuration set Hinit = {h∗

1, ..., h
∗
n}

Phase 2: BO-based configuration search
5: apply f to Hinit, f(Hinit) = {f(h∗

1), ..., f(h
∗
n)} on X

6: let H = Hinit

7: while under time and trial limit do
8: use GP to estimate the µ(h), σ(h) of all possible

configurations {h1, ..., hk} according to H
9: apply acquisition function SW-EI to {h1, ..., hk} →

{SW-EI(h1), ...,SW-EI(hk)}
10: find hnext = argmax SW-EI(hi)
11: H append hnext

12: train gθ under the configuration hnext, and observe the
performance f(hnext)

13: end while
Phase 3: Rule-based configuration recommendation

14: manually set the candidate number m
15: use 3σ rule to remove outliers in H according to MSE on

the validation set of X
16: sort H by the precision (MSE), recall (NF), or F1-

score (MSE-NF) preference in ascending order
Output: the first m configurations of sorted H

F1-score, accuracy, or AUC) is usually taken as the objective
function. Since high-quality labels are expensive in real-world
environments, faced with unlabeled KPI datasets, there is
no existing objective function. To solve this problem, we
propose the MSE-NF objective function, which, according to
experiments, is an excellent approximation of the F1-score.

The acquisition function is used to decide the next configu-
ration to observe and always needs to tackle the exploration-
exploitation trade-off [25]. For unsupervised KPI anomaly
detection, the gap between F1-score and our objective function
could affect the performance of the acquisition function. To
address this issue, we propose Similarity Weighted Expected
Improvement (SW-EI) to enhance the exploration process and
alleviate the impact brought by the gap.

B. Clustered-based Warm Start

Generally, an AutoML model needs to train many models
with different algorithms and parameters to find the best con-
figuration. This process is usually an exploration-exploitation
trade-off. In the beginning, the model tends to select the initial

algorithms and hyperparameters randomly due to the lack of
prior knowledge about the dataset. However, such a cold start
process is unstable and could consume too many computing
resources, making the searching process inefficient.

To tackle this problem, we design a warm start mech-
anism shown in Fig. 3 based on KPI clustering to save
search time. The core idea is that the best algorithms and
hyperparameters of similar KPIs are likely to be similar. Our
inspiration is derived from the process where humans try
out initial configurations in real-world environments. Faced
with incoming KPI data, human intuition seeks out similar
historical KPI instances and attempts to apply algorithms and
hyperparameters that were used on these similar KPIs in
the past. This approach is not only intuitive, but it has also
proven to be highly effective in practice. Therefore, we could
leverage the successful experience of similar historical KPIs
and adopt their best algorithms and hyperparameters as the
initial selection.

Try to Find Cluster

KAD Algorithms

Incoming KPI

History KPIs

Configurations
ROCKA

Clusters and
Corresponding Configs

Successfully
Find Cluster

Fail to 
Find Cluster

Skip
Warm Start

Config Config

Config Config

Cluster Centroid and
Corresponding Configs

Select Config for Each Algorithm

Initial
Configs

Fig. 3. The workflow of our cluster-based warm start mechanism

Specifically, we first adopt ROCKA [26], a robust and rapid
time series clustering algorithm designed for large-scale read-
world KPI data, to cluster historical KPIs. For each cluster,
ROCKA finds a representative KPI as a centroid for a cluster.
Afterward, for a new KPI, ROCKA could assign it to the
corresponding cluster to use the best configurations of this
cluster centroid for different KAD algorithms as the initial
points of BO. In this way, compared with random selection,
cluster-based warm start could provide a better starting point,
to reduce the search time significantly. The effectiveness of the
warm start mechanism will be demonstrated in Section IV-E.

C. Objective Function

The goal of an objective function in the AutoML framework
is to evaluate the performance of the algorithms tuned by the
AutoML framework, which is a little different from that of the
objective functions in ML model training. We will introduce
our novel objective function, MSE-NF (Mean Squared Error
with Normal Factor), in the following.
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After obtaining the initial configuration, AutoKAD will start
the search process. In general, AutoML models need objective
functions to evaluate current performance and determine the
next search direction. In the problem of KPI anomaly de-
tection, it is straightforward to define an objective function
for labeled data, for example, precision, recall, and F1-score.
However, as presented in Section I, it can be a daunting
task to obtain high-quality and sufficient labeled KPIs in the
real world. Thus, designing the objective function under an
unsupervised scenario is a significant challenge.

To tackle this challenge, we design a novel objective func-
tion named MSE-NF. Most unsupervised KAD algorithms
are based on prediction or reconstruction. Both prediction
algorithms and reconstruction algorithms can estimate the
normal KPI from the raw KPI data, which is the input of
MSE-NF. MSE-NF is a good way to evaluate the quality of
prediction or reconstruction. MSE-NF has two parts, namely
MSE and NF. MSE can evaluate the similarity between the
prediction or reconstruction and the raw KPI. We expect the
algorithms to get a low MSE, but the algorithms may overfit
if the MSE is too low, making the algorithms unable to find
abnormal data points. To solve this problem, we propose the
Normal Factor (NF), working like a regularization. NF can
evaluate the normal level of the prediction or reconstruction.
If the algorithms overfit, the NF will be large because the
estimated KPI probably has many anomalies.

MSE is a statistical estimator measuring the distance be-
tween the predicted values and the ground truth. Let vector
X represent the raw KPI and X̂ represent the estimated KPI
given by the unsupervised anomaly detection algorithms. N
is the number of points of the KPI, xi is the raw value of
the i-th point of the KPI, and the x̂i is the estimated value
given by the unsupervised KPI anomaly detection algorithm.
The definition of MSE is shown as follows:

MSE(X, X̂) =

N∑
i=1

(xi − x̂i)
2

N
(3)

In general, a lower MSE indicates that the algorithm can
estimate the KPI more accurately. However, if the MSE is too
low, the detection algorithm may overfit, making the estimated
KPI too similar to the real one. Under this condition, anomalies
cannot be found effectively. Therefore, MSE alone is not
sufficient for an objective function. If we can evaluate the
normality of the estimated KPI given by the KAD algorithm,
we may alleviate the overfitting problem. Thus, we propose
the Normal Factor. Inspired by the uniformity regularizer in
contrasting learning, NF is proposed based on Local Outlier
Factor (LOF) [23] and can evaluate the normality of KPIs.
LOF is a standard method for event detection based on k-
nearest neighbors (kNN). Eq. (4) shows the definition of LOF.

LOFk(x) =
1

|Nk(x)|
·

∑
x′∈Nk(x)

∑
x̂∈Nk(x)

rdk(x, x̂)∑
x∈Nk(x′) rdk(x

′, x)
(4)

rdk is the reachability-distance of two points x and x̂. We use
Euclidean distance d(·) to measure the distance in this paper.

Nk(x) is the set of x’s k-nearest neighbors. To adapt LOF
on KPI data, we use time-delay embedding. LOF is a useful
method to measure the normality of the data points. Intuitively,
we can evaluate the normality of KPIs by evaluating all the
normality of KPIs’ points. Time-delay embedding is necessary
for adapting LOF to KPI data [27], which could transform a
time series into a matrix for distance calculating.

In real-world scenarios, the majority of KPIs manifest sea-
sonal trends as a result of user behaviors. Identifying data from
the closest corresponding period is not only more efficient but
also holds greater significance than merely locating the nearest
neighbors. This is attributed to the fact that in the context of
time series, a straightforward distance metric between two time
points lacks tangible physical meaning. However, data points
within adjacent cycles are frequently indicative of potentially
similar patterns. Consequently, the NF methodology favors
the two periods immediately preceding and following point
x, as opposed to the conventional approach of utilizing the
k-nearest data points. Therefore, We propose Period Outlier
Factor (POF) inspired by LOF. The calculation of POF is
shown as follows:

POF(xt) =
1

2
· d(xt, xt−p) + d(xt, xt+p)

d(xt, xt−p) + d(xt−p, xt+p)
(5)

+
d(xt, xt−p) + d(xt, xt+p)

d(xt, xt+p) + d(xt−p, xt+p)

We apply Fast Fourier Transform (FFT) to estimate the
period p of a KPI [28]. If the p given by FFT is not valid,
we will set p = 1 for further computation of NF. NF is the
average POF of all data points embedded by time delay. Eq. (6)
shows the definition of NF. In this equation, X is the set of
all data points after time-delay embedding. From the equation,
we can see that a larger NF indicates fewer normal data points
in the KPI, meaning that the estimated KPI may have more
anomalies.

NF(X) =
1

|X|
·
∑
x∈X

POF(x) (6)

Usually in BO, we are used to maximizing the objective
function, so we use the negative of MSE-NF as our objective
function. The effectiveness of the objective function designed
by ourselves will be illustrated in Section IV-F.

MSE-NF = MSE + αNF (7)

The coefficient α > 0 is utilized to balance between MSE and
NF. According to our experimental results (see Section IV-F
for more details), we opt for α = 1.

D. Acquisition Function
In Bayesian optimization (BO), the acquisition function

guides the selection of the next query point, balancing the ex-
ploration of untested areas and the exploitation of known good
ones. It leverages the posterior predictive distribution from the
Gaussian Process to estimate the potential improvement at new
points, driving the efficient search for global optima.

Expected Improvement (EI) is an effective and widely used
acquisition function in BO-based AutoML. Given an unob-
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served configuration h and a set of observed configurations
{h1, · · · , hk}, the EI function can be written as Eq. (8).

EI(h) = E[max(µ(h)− f(h+), 0) | {h1, · · · , hk}] (8)
where h+ = argmax

i=1,··· ,k
f(hi)

µ(h) is an estimated value of the unobserved configuration
h given by the surrogate model in BO. If we use Gaussian
Process (GP) as the surrogate model in BO, then the EI
function can be rewritten as follows.

EI(h) =

{ (
µ(h)− f

(
h+

))
Φ(z) + σ(h)ϕ(z) σ > 0

0 σ = 0
(9)

where z =
µ(h)− f (h+)

σ(h)

Φ(·) and ϕ(·) are the cumulative distribution function and
probability density function of the Gaussian distribution, re-
spectively. σ(h) denotes the standard deviation estimated by
the GP.

Although our proposed MSE-NF objective function is an
effective label-free way to evaluate the performance of KAD
algorithms. However, there is still a discrepancy between
MSE-NF and the real F1-score. The commonly used EI
acquisition function in the AutoML framework always uses
the minimum (or maximum) value of the observed points
given by the objective function as an essential measure.
The discrepancy between the objective function and the true
evaluation metric (i.e., F1 score) may affect the accuracy of
the EI function. Since we have no labels, the gap between F1
and our objective function cannot be completely eliminated, so
an intuitive solution is to be more inclined to explore different
configurations rather than obsessing over finding the maximal
value of the objective function.

To address this issue, we propose the Similarity Weighted
Expected Improvement (SW-EI). The “similarity” in SW-EI
denotes the similarity between two different configurations.
Since different KAD algorithms may have different configura-
tion spaces, it is infeasible to calculate the similarity between
two configurations from different algorithms. Therefore, we
define that the similarity of two different algorithms’ con-
figurations is 0. Then, we normalize the hyperparameters in
the configuration space to [0, 1] for each KAD algorithm. For
the configurations from the same algorithm, we use cosine
similarity:

simi(h1, h2) =
h1 · h2

|h1| × |h2|
(10)

Given a set of observed configurations {h1, · · · , hk}, let n
stand for the number of different algorithms in configuration
spaces. The SW-EI is defined as follows:

SW-EI(h) =
n∑

i=1

wi(h, h
+
i )(µ(h)− f(h+

i ))Φ(zi) (11)

+

n∑
i=1

wiσ(h)ϕ(zi) + σ(h)ϕ(

n∑
i=1

zi
n
)

where zi =
µ(h)− f

(
h+
i

)
σ(h)

, wi =
simi(h, h+

i )∑n
j=1 simi(h, h+

j )

h+
i denotes the best configuration for the i-th algorithm.

The core design concept of SW-EI is to drive the model to
explore configurations that are different from those already
observed while guaranteeing the expected improvement. SW-
EI considers the best configuration of different algorithms
and the similarity of configurations, making the AutoML
model tend to explore the potential of different algorithms and
prevent the model from limiting itself to a particular algorithm
or similar hyperparameters.

E. Configuration Recommendation

The goal of configuration recommendation is to recommend
different configurations according to operators’ preferences.
For labeled data, the operators can utilize some evaluation
metrics like precision, recall, and F1-score to evaluate the
configurations and select satisfying ones. However, it is chal-
lenging for operators to pick satisfying configurations without
evaluation metrics based on labels. Besides, operators may
have different preferences regarding precision and recall for
different KPIs. For some KPIs, the operators expect a high
precision of the anomaly detection algorithm because the
anomalies of these KPIs are not crucial. Too many false alarms
influence the efficiency of the operation work. However, for
some crucial KPIs, the operators expect a high recall of the
anomaly detection algorithm because any anomaly in these
KPIs may lead to significant revenue loss, thus the anomaly
detection algorithm must report any potential anomaly.

We propose a rule-based strategy of configuration recom-
mendation to solve the above problems. The utility of MSE
lies in its ability to quantify the degree of similarity between
the original KPI and its estimated counterpart produced by
the unsupervised detector. A detection algorithm that results
in a low MSE value suggests that it can accurately estimate
the KPI, thus enabling it to detect only significant anomalies,
leading to enhanced precision. On the other hand, NF serves
as a measure of the normality of the estimated KPI. When
an algorithm delivers a low NF, it suggests effective learning
of the normal patterns within the KPI. Consequently, the
estimated KPI tends to mirror a normal KPI as closely as
possible, facilitating the detection of even minor anomalies and
thereby contributing to elevated recall. MSE-NF balances the
precision and the recall leading to a high F1-score. So MSE,
NF, and MSE-NF are good estimates for precision, recall, and
F1-score, respectively.

More specifically, our strategy first averages the MSE and
NF of all the configurations for the KPI. Subsequently, we
deploy the 3σ rule to discard any outlier configurations that
fall beyond three standard deviations from the calculated
means. The selection of the 3σ rule is motivated by our
experimental findings, wherein it is observed that the outlier
configurations typically exhibit extraordinarily high precision
or recall. However, significantly high precision or recall usu-
ally leads to a notably low F1-score. After removing the outlier
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configuration, we sort the observed configurations in ascending
order. Then, our strategy selects top m configurations, and the
operators can set the m by themselves. The superiority of our
recommendation strategy will be presented in Section IV-G.

IV. EVALUATION

In this section, we evaluate AutoKAD using various real-
world KPIs, aiming to answer the following research ques-
tions:
• RQ1: How effective is AutoKAD in searching for suitable

configurations?
• RQ2: How much can the warm start mechanism accelerate

the searching process?
• RQ3: Is the MSE-NF objective function effective in esti-

mating the performance of the unsupervised KPI anomaly
detection algorithms?

• RQ4: Can the strategy of configuration recommendation
correctly recommend configurations?

A. Dataset

To demonstrate the effectiveness of AutoKAD, we conduct
experiments on three datasets. The first dataset is the 2018
international AIOps algorithm competition dataset, a public
dataset [29]. The second and third datasets are collected from
two core trading systems deployed in a large international
commercial bank.

In dataset A, there are 29 different KPIs collected from big
Internet companies. These KPI data are from the real-world
production environment and labeled by domain experts. There-
fore, these labeled data can effectively reflect the performance
of our approach in a real-world environment. Since these
KPIs have a diverse range of patterns and physical meanings,
this dataset has been used to evaluate the robustness of KPI
anomaly detection in many advanced work [30]–[33].

Dataset B and C contain 29 and 30 KPIs, respectively,
collected from the two most important trading systems of an
international commercial bank. There are dozens of operators
closely monitoring these KPIs to maintain service quality. All
the KPIs in these datasets are 3 months long at the minute
granularity and labeled by experienced operators.

Each KPI is divided into the training set and the test set.
The length and distribution of each KPI’s test set are similar to
the training set’s. Table I presents some statistical information
about three datasets, such as the number of KPIs, the number
of data points, and the anomaly rate. Though our approach
focuses on hyperparameter optimization of unsupervised KPI
anomaly detection algorithms, we still need labels for the
purpose of evaluation. The ground truth of all anomalies in
the dataset is only used to evaluate the performance of our
hyperparameter optimization model. Neither the training nor
testing phase of anomaly detection algorithms uses labels.

B. Candidate Algorithms and Hyperparameter Space

We choose three representative unsupervised KPI anomaly
detection algorithms in our experiments, including a traditional

TABLE I
DATASET STATISTIC

Dataset #KPI #Train/#Test Anomaly rate

A 29 3004066 / 2918847 2.648% / 1.869%
B 29 1642815 / 1642810 1.089% / 1.065%
C 30 2078848 / 2078854 0.781% / 0.817%

method and typical machine learning methods for AutoKAD.
Table II shows the space of algorithms and hyperparameters.

The Holt-Winters based on exponential smoothing is a
classic and successful method for unsupervised KPI anomaly
detection [5]. It is practical and efficient for seasonal KPIs
with obvious anomaly patterns. Besides, Holt-Winters has
good interpretability, making it popular in the industry. LSTM-
NDT [8] is a typical prediction-based unsupervised KPI
anomaly detection algorithm. LSTM-NDT can capture the
long-term dependency and information for the KPI data. Donut
is a representative reconstruction-based unsupervised KPI
anomaly detection algorithm designed for seasonal KPIs [7].
Due to the solid theoretical explanation of Donut, it is popular
in the industry and literature.

TABLE II
ALGORITHMS AND THEIR DIFFERENT TYPES OF HYPERPARAMETERS

INCLUDED IN THE EXPERIMENTS OF AutoKAD.

Algorithm Mechanism Hyperparameter Type

Holt-winters [5] Pred

trend category
seasonal category
damped rend boolean
seasonal periods integer
init method category

LSTM-NDT [8] Pred

window length integer
batch size integer
learning rate float
epoch number integer
hidden dimension integer

Donut [7] Recons

window length integer
batch size integer
learning rate float
epoch number integer
hidden dimension integer
latent dimension integer

C. Evaluation Metrics

ground truth

point-wise result

adjusted result

1 0 1 0 1 1 0 0 0 0

0 0 0 01 1 1 1 1 1

1 0 1 1 1 1 0 0 0 0

Fig. 4. An illustration of the adjustment strategy employed in the evaluation
metrics. Anomaly points within the ground truth are depicted as red rectangles,
while the points that have been adjusted are signified by blue rectangles.
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TABLE III
PRECISION, RECALL, AND F1-SCORE COMPARISON BETWEEN AutoKAD AND THREE BASELINE METHODS UNDER THE LIMITATION OF 1 HOUR

SEARCHING TIME AND MAX ITERATION OF 100.

Methods A B C Avg.
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score

Default Donut 0.881 0.380 0.531 0.457 0.689 0.550 0.707 0.638 0.671 0.682 0.569 0.620
Random Search 0.676 0.537 0.599 0.663 0.631 0.647 0.675 0.783 0.725 0.671 0.650 0.661

BayesOpt 0.876 0.525 0.657 0.763 0.672 0.715 0.875 0.681 0.766 0.838 0.626 0.717
BOAT 0.831 0.575 0.680 0.778 0.688 0.730 0.823 0.708 0.761 0.811 0.657 0.726

AutoKAD 0.861 0.694 0.769 0.920 0.723 0.810 0.916 0.781 0.843 0.899 0.733 0.807

Precision, recall, and F1-score are common metrics to eval-
uate the performance of anomaly detection [34]. However, in
the KAD area, the operators in the industry typically disregard
point-wise metrics. Since, we adopt an adjustment precision,
recall, and F1-score widely used in previous KAD works [7],
[10], [11], [30], [35], [36]. In the adjustment metrics, if any
point in an anomaly interval in the ground truth can be
detected, we consider this interval to be detected correctly, and
all points in this interval are treated as they can be detected.
The adjustment process is illustrated in Fig. 4.

D. RQ1: Overall Performance of AutoKAD

In order to demonstrate the effectiveness of AutoKAD, we
compare it with four baseline methods.
• Default configuration. We use a popular unsupervised KPI

anomaly detection algorithm (i.e., Donut [7]) as the default
algorithm, and adopt the default hyperparameters used in
the open-source project 1.

• Random search. Random search can randomly search the
space of combinations of algorithms and hyperparameters
and return one configuration in every iteration.

• Bayesian optimization (BayesOpt) [21]. In this experi-
ment, BayesOpt uses the MSE as the objective function and
the original EI as the acquisition function.

• BOAT [37]. The state-of-the-art auto-tuner is based on
structured Bayesian optimization. Like BayesOpt, BOAT
uses the MSE as the objective function.
In this experiment, we limit the max iteration to 100 and

the total searching time (including training machine learning
models) to 1 hour for each KPI. We record the best F1-score
of configurations returned by the models. It is noteworthy
that since BayesOpt and BOAT are designed for labeled
datasets, they cannot natively handle the CASH problem for
unsupervised KAD. MSE is usually the loss function of many
KAD methods [1], [2], [4], [8], [12], [35]. So we let BayesOpt
and BOAT use MSE as the objective function. The warm start
mechanism is specifically designed for AutoKAD, so it can
not easily adapt to other baseline methods in the experiments.
Therefore, to ensure the fairness of the evaluation, we do not
activate the warm start mechanism. Table III shows the overall
performance of AutoKAD and three baseline methods.

From Table III, we can see AutoKAD exhibits outstanding
performance on all three datasets and achieve the F1-score

1https://github.com/NetManAIOps/donut

of 0.807 on average. We further analyze the weakness of
compared methods and the superiority of AutoKAD in depth.
For default configuration, Donut is specifically designed for
seasonal KPIs, leading to an unsatisfying performance on
stable and unstable KPIs. Besides, due to the variety of KPIs,
it is unrealistic for an algorithm to perform well on all data
with the same hyperparameters. Thus, the overall performance
of Donut is far from satisfying. In terms of random search, as
the most straightforward method for hyperparameter tuning, it
can not capture the relationship between the configurations
and performance. Therefore, it can not focus on suitable
configurations, wasting time on inferior configurations.

In terms of the effectiveness of BayesOpt and BOAT, they
are deemed less efficient when compared with AutoKAD. We
believe that the reasons behind this discrepancy originate from
two aspects. Firstly, the fundamental EI metric overemphasizes
improving the maximum reward for the currently observed
points, while neglecting to explore varying KAD configura-
tions. In contrast, SW-EI not only focuses on enhancing the
current optimal solution but also encourages the exploration of
distinct configurations, thereby effectively preventing falling
into local optimum solutions. Secondly, both BayesOpt and
BOAT employ MSE as their objective function. However,
MSE does not serve as an effective performance evaluation
measure for KAD. This shortcoming hampers both methods’
capability in identifying the algorithm and hyperparameter
combinations that provide superior performance in KAD. In
contrast, AutoKAD’s MSE-NF proves to be a more effective
measure for evaluating KAD performance. A more detailed
analysis can be found in Section IV-F.

In summary, compared with baseline methods, the results
show that AutoKAD is indeed effective in the CASH problem
for unsupervised KAD models.

E. RQ2: Contribution of Warm Start to Time Efficiency

The warm start mechanism can reduce the time spent on
exploration at the beginning. To evaluate the performance of
our warm start mechanism, we divide all the KPIs in the three
datasets into two parts: one part is considered as a tuned part,
and the other part is to be tuned. AutoKAD has already tuned
the KPIs in the tuned part. We run ROCKA on this part,
obtaining four clusters. The other part includes 9 KPIs named
by numbers from 1 to 9, evenly from the three datasets.

To evaluate the performance of our warm start mechanism,
we run AutoKAD twice on these 9 KPIs with the limitation
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Fig. 5. The best F1-score of AutoKAD under cold start and warm start on 9 KPIs at 15min, 30min, 45min, and 60min.

of 1 hour running time and max iteration of 100. The first
time we do not activate the warm start mechanism suffering
from the cold start. Moreover, the second time, we activate
the warm start replacing 5 initial points of AutoKAD. Fig. 5
shows the best F1-score of configurations at 15min, 30min,
45min, and 60min.

The results show that AutoKAD equipped with our warm
start mechanism can focus on good configurations much faster
than cold start. At 15min, the best F1-score of warm start is
164% higher than the best F1-score of cold start on average.
At 60min, the best F1-scores of all the KPIs with warm start
are no less than the cold start’s, indicating that the warm start
will not reduce the overall performance. Besides, for KPI
2, 5, and 6, the AutoKAD has already converged at 15min
indicating that the model thinks the best configuration has been
found. For most KPIs in this RQ, the best F1-scores of cold
start at 45min are close to warm start’s at 15min. It indicates
that our warm start can save about 30min with the limitation
of 1 hour running time. The results indicate that our warm
start mechanism can effectively learn successful experiences
from previous similar KPIs. With great initial configurations,
AutoKAD can accurately focus on the configurations deserving
investigation, reducing the search space.

F. RQ3: Effectiveness of the Objective Function

0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
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Fig. 6. The sensitivity analysis of the parameter, α in MSE-NF

MSE-NF objective function is an estimator of F1-score of
KPI anomaly detection. In the real world, most KPIs are
unlabeled, and F1-scores can not be computed without labels.
For evaluation purposes, we use labels to compute the F1-
score as the ideal objective function to acquire the optimal
configurations. To demonstrate the validation of MSE-NF, we
compare the MSE-NF’s performance with the best F1-score
and MSE. In this RQ, we use AutoKAD as the AutoML
framework and choose different objective functions. The ideal

group uses the best F1-score’s performance straightforwardly
as the objective function, and the MSE group uses MSE as the
objective function. All the groups have the limitation of 1 hour
of searching time and a max iteration of 100. Fig. 7 shows the
performance comparison of these three objective functions.

From the results, we can see that the performance of MSE-
NF is quite close to the performance of the ideal, demonstrat-
ing that MSE-NF is a suitable estimator of F1-score. MSE can
achieve the best precision compared with the other objective
functions, but the recall and F1 are much lower. MSE aims to
evaluate the similarity between the raw KPI and the estimated
KPI given by the unsupervised detector. However, too low
an MSE may indicate that the detection algorithm overfits
and exactly predicts or reconstructs the anomaly points in
the test data. In this situation, the detection algorithm learns
not only the normal pattern but also the abnormal pattern
from the training data, which fails to observe the original
intention of unsupervised KPI anomaly detection algorithms.
Therefore, only the extreme anomaly points are recognized
as anomalies making many anomalies undetected. So MSE
objective function can achieve pretty high precision (Fig. 7a),
but the F1-score (Fig. 7c) is not satisfying. In the MSE-
NF function, NF works like regularization. It can prevent
the detection algorithm from overfitting to anomalies. We
use Dataset C which most accurately reflects the real-world
environment to conduct a sensitivity analysis of the paramter
α in MSE-NF and the result is shown in Fig. 6. The result
demonstrates that when α is close to 1, the performance is
commendable. Therefore, in our method, we choose α = 1.

G. RQ4: Correctness of the Configuration Recommendation

Our strategy of configuration recommendation can recom-
mend configurations according to operators’ preferences. We
run AutoKAD with the same limitation in RQ1 and our strategy
recommended top 3 configurations. We compare the configu-
rations given by the strategy with the optimal configurations to
validate whether our strategy can recommend close-to-optimal
and even optimal configurations. It is noteworthy that in this
RQ, our strategy recommends the best precision configuration,
best recall configuration, and best F1-score configuration sep-
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Fig. 7. Performance comparison of MSE-NF, MSE, and F1-score.

arately. Therefore, even for the same KPI, the best precision
configuration and the best recall configuration can be from
different algorithms and hyperparameters. Table IV shows the
comparison result.

The results show that our strategy can correctly recom-
mend configurations according to different precision, recall,
and F1-score preferences. For high precision preference, the
most significant difference between our strategy and optimal
configurations is at most 0.02. For high F1-score preference,
the difference is at most 0.05. For high recall preference, the
difference is at most 0.11. The recommended configurations
of high recall preference may differ a little from the optimal
configurations. It is because the NF guiding recommendation
of high recall preference is a regularization term computed
only based on the estimated KPI. Therefore NF can not capture
the relationship between the estimated KPI and raw KPI. In
our practice, we find that a low NF with a low recall is usually
an outlier of the configurations. So we use the 3σ rule to
eliminate the outlier, improving the performance of the high
recall preference recommendation.

TABLE IV
TOP 3 RECOMMENDED CONFIGURATIONS COMPARISON BETWEEN OUR

STRATEGY AND OPTIMAL CONFIGURATIONS

Top 3 Dataset A B C
Strategy P R F1 P R F1 P R F1

1st ideal 0.99 0.88 0.76 0.99 0.96 0.81 0.97 0.87 0.84
our 0.97 0.77 0.71 0.98 0.95 0.78 0.97 0.81 0.84

2nd ideal 0.99 0.77 0.73 0.98 0.95 0.80 0.97 0.83 0.83
our 0.98 0.71 0.71 0.97 0.88 0.78 0.97 0.81 0.83

3rd ideal 0.99 0.71 0.70 0.98 0.92 0.78 0.97 0.82 0.83
our 0.98 0.70 0.66 0.97 0.89 0.78 0.96 0.80 0.82

V. RELATED WORK

KPI anomaly detection is crucial for large-scale online
service systems, and many efforts have been devoted to this
field [1], [2], [5]–[9], [24], [38]–[40]. In practice, model se-
lection and hyperparameter tuning have a significant influence
on the performance of algorithms. However, it is challenging
for human operators lacking expert knowledge about algo-
rithms to select a proper model and tune the hyperparameters.
Some ensemble models such as [1], [2] aim to tackle this
problem. These models ensemble various supervised KPI
anomaly detection algorithms and use a machine learning
model like a random forest to select appropriate detectors and
hyperparameters. However, these ensemble models need labels
of KPI, but most KPIs in practice are unlabeled because of the

enormous number of KPIs and the time cost. Therefore, there
is a great limitation of these ensemble models in practice.

A more general way to solve CASH problem for KAD is
AutoML. Many AutoML approaches are proposed to solve the
hyperparameter optimization problem [13]–[22], [37]. These
methods can capture the relationship between the performance
and the hyperparameter settings. Therefore, the methods can
pay more attention to the hyperparameter settings deserving
investigation, reducing the time for searching for promising
settings. However, all these methods need labels, and none
of them is natively designed for unsupervised KPI anomaly
detection.

VI. CONCLUSION

KPI anomaly detection is critical for service quality and
user experience in large-scale online service systems. Due
to the overwhelming number of KPIs and the complexity of
detection algorithms, it is challenging for human operators to
select a promising algorithm and tune the hyperparameters
for each KPI. In this paper, we propose an automatic algo-
rithm selection and hyperparameter tuning framework called
AutoKAD for KPI anomaly detection. AutoKAD can effectively
and efficiently find a good configuration for a given KPI. Using
our carefully designed objective and acquisition function,
AutoKAD can tune unsupervised KPI anomaly detection algo-
rithms, which is a challenge for existing AutoML frameworks.
The warm start mechanism can significantly reduce the time
required for AutoML cold start. In addition, the configu-
ration recommendation strategy can accurately recommend
configurations according to operator preferences. We conduct
experiments on real-world data to evaluate the performance of
AutoKAD. The experiments show that AutoKAD is effective
and achieves an F1-score of 0.807 within 1 hour for each KPI
on our dataset. The F1-score of AutoKAD is up to 40% higher
than a widely used Donut model. Our cluster-based warm start
mechanism can help AutoKAD achieve a competitive F1-score
within 15 minutes compared to a 1 hour cold start search.
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