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ABSTRACT

This paper presents Chain-of-Event (CoE), an interpretable model
for root cause analysis in microservice systems that analyzes causal
relationships of events transformed from multi-modal observation
data. CoE distinguishes itself by its interpretable parameter design
that aligns with the operation experience of Site Reliability Engi-
neers (SREs), thereby facilitating the integration of their expertise
directly into the analysis process. Furthermore, CoE automatically
learns event-causal graphs from history incidents and accurately
locates root cause events, eliminating the need for manual con-
figuration. Through evaluation on two datasets sourced from an
e-commerce system involving over 5,000 services, CoE achieves
top-tier performance, with 79.30% top-1 and 98.8% top-3 accuracy
on the Service dataset and 85.3% top-1 and 96.6% top-3 accuracy
on the Business dataset. An ablation study further explores the
significance of each component within the CoE model, offering
insights into their individual contributions to the model’s overall
effectiveness. Additionally, through real-world case analysis, this
paper demonstrates how CoE enhances interpretability and im-
proves incident comprehension for SREs. Our codes are available
at https://github.com/NetManAIOps/Chain-of-Event.
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- Software and its engineering — Software reliability; Soft-
ware performance.
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1 INTRODUCTION

In the realm of software engineering, microservice architecture has
emerged as a revolutionary approach, enabling the development of
software applications as collections of independently deployable,
small, modular services, offering enhanced scalability and reusabil-
ity, significantly speeding up the software development lifecycle.
Despite its broad adoption due to these advantages, the architec-
ture is inherently susceptible to critical production incidents. Such
incidents refer to unexpected system disruptions or component
failures at any level, which can have substantial adverse effects on
business operations [2, 6, 26, 29, 30]. These challenges underscore
the importance of swiftly identifying and addressing the root causes
of any issues to ensure quick system recovery. This capability is
vital for maintaining the high reliability and robustness of software
systems in a microservice architecture, a cornerstone principle in
software engineering.

The incident recovery process for software reliability mainte-
nance includes three key stages: anomaly detection [33, 40, 45], root
cause analysis (RCA) [31], and remediation. While the detection and
remediation phases follow well-defined procedures, the RCA stage
frequently poses challenges for Site Reliability Engineers (SREs).

Numerous prior studies have attempted to identify diverse root
causes, employing data-type-specific approaches like metric-based
methods [19, 22-24, 32, 34, 37, 39], log-based methods [1, 7, 21, 25,
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44] and trace-based methods [38, 41]. However, while SREs per-
form RCA with various forms of observation data, including metrics,
logs, and traces, as highlighted in [10, 42], these previous methods
only process a specific type of observation data. This constraint
restricts these approaches from constructing a comprehensive un-
derstanding of the system and deriving the most accurate root cause
conclusions [42], which introduces the first challenge in RCA:

Challenge 1: Multi-Modal Data Integration. RCA meth-
ods should effectively integrate and analyze multi-modal data,
leveraging information from various observation types, in-
cluding metrics, traces, and logs.

To address these challenges, researchers recently proposed algo-
rithms that can handle multi-modal data simultaneously. Eadro [16]
feeds multi-modal data into a deep neural network, learns the corre-
lation and status representations for the multi-modal data through
a three-stage modal fusion, and performs root cause localization
based on the status representations. Nezha [42] converts multi-
modal data into events related to user requests and ranks the root
causes based on the changes in statistics of the event patterns.

Although these algorithms can utilize multi-modal observation
data, they suffer from limited interpretability and do not facili-
tate straightforward human feedback. Eadro’s method uses neural
networks throughout a black-box three-stage modal fusion. For
SREs who usually do not have a background in deep learning, it
is difficult for them to judge whether the parameters learned from
the intermediate layers (such as the self-attention layer) of these
models are reasonable, and they cannot optimize the model’s perfor-
mance without experience in parameter tuning. Nezha introduces
the concept of event pattern, which is relatively abstract, making
it difficult for SREs to intuitively understand what physical mean-
ing is represented by the event pattern’s increasing, decreasing, or
transforming to another pattern. For RCA models with poor inter-
pretability, it is hard for SREs to utilize their valuable experience
accumulated in daily microservice system maintenance to improve
the model, limiting the practicality and reliability of these RCA
models, which introduces the second challenge:

Challenge 2: Interpretability and Straightforward Align-
ment to Human Knowledge. An interpretable RCA algo-
rithm should make it easy for SREs to understand. Its pa-
rameter structure should ideally have a clear and intuitive
physical meaning that aligns with the knowledge of SREs,
such that SREs can easily improve the performance of the
algorithm model by modifying the parameters based on their
operational experience.

To address the previous two challenges, some other methods
are compatible with multi-modal data and align with the oper-
ational experience of SREs while simultaneously suffering from
labor-intensive or tricky manual configuration. PDiagnose [11] first
transforms the multi-modal data into different features of a time-
series, then utilizes manually defined thresholds to detect issues
in the timeseries, and localizes the root cause with the detected
issues. Groot [10] converts multi-modal data into events before
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Figure 1: Illustration of Different Events. Each event com-
prises the event type, associated service, and timestamp in-
formation.

constructing an event-causal graph using expert-configured rules.
The graph is then used to infer the root cause event through a
customized PageRank algorithm. These manually configured rules
specify whether one event can be triggered by another.

However, although threshold filtering and event-causal relation-
ships closely align with SREs’ operational expertise, the manual
configuration required in these methods introduces an extra work-
load for SREs, thus posing the third challenge in RCA:

Challenge 3: Automatic Causality Learning. An effective
RCA algorithm should be able to automatically learn causality
in microservice systems, thereby minimizing or eliminating
the necessity for manual configuration.

Among all the methods performing RCA on multi-modal data,
some [10, 42] introduce a framework that converts multi-modal
data into events before performing root cause analysis based on
these events. The transformation from multi-modal data to events
is illustrated in Fig. 1. This framework allows SREs to freely choose
the way events are generated based on their own needs. For exam-
ple, SREs can generate events based on their chosen threshold rules
or time series anomaly detection algorithms from metric data, or
they can generate events with keyword parsing statistics on logs.
Compared to directly mining the relationships within vast quanti-
ties of data across various modalities, learning causality at the event
level can achieve generalized multi-modal root cause localization,
maintaining the granularity of crucial original information[10, 42].

To address the three challenges mentioned earlier, we propose
CoE. CoE utilizes an event-based RCA framework and implements
workflow that automatically learns interpretable model parame-
ters. Based on the event-based RCA framework, CoE demonstrates
good adaptability to multi-modal data, and our experiments show
promising performance on both service-level and business-level
event datasets. The interpretability of CoE is excellent as its pa-
rameters have clear physical meanings: (1) the likelihood of one
event causing another and (2) the importance of an event within
the entire system. The physical meanings behind these parame-
ters align well with SREs’ operational experience, facilitating the
integration of their valuable knowledge through human feedback.
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These parameters of CoE are obtained through automatic learning,
eliminating the need for manual configuration.
In summary, the key contributions of CoE are outlined below:

e We present an RCA algorithm, CoE, that follows the event-
based RCA framework and automatically learns the causality
between events in the microservices, ensuring compatibility
with multi-modal data and eliminating the need for manual
weight configuration.

o CoE has good interpretability and straightforward alignment
to human knowledge, as its parameters with clear physi-
cal meanings, such as the likelihood of one event causing
another and the importance score of an event within the
microservice system, align well with SREs’ operational ex-
perience, facilitating the integration of SREs’ expertise.

o To address the computational overhead of enumerating all
event chains when calculating the probability of root causes,
we propose an approximation method and provide theoreti-
cal analysis for it, ensuring a tight upper bound on approxi-
mation error.

e Evaluation on datasets from a global top-5 e-commerce sys-
tem shows that CoE outperforms the baselines, achieving
79.30% top-1 and 98.8% top-3 accuracy on the service dataset
and 85.3% top-1 and 96.6% top-3 accuracy on the business
dataset collected from online production services. Ablation
studies confirm the effectiveness of model components.

2 RELATED WORKS

Recently, various methodologies have emerged for diagnosing the
root causes of distributed software systems. These approaches typi-
cally leverage information about the system’s state through moni-
toring metrics, microservice traces, system or application logs, and
operational records kept by SREs.

However, a significant limitation of most prior research is the
underutilization of diverse data types [4, 7, 12, 17-19, 27, 28, 36—
38, 41], as illustrated in Table 1. In this table, the C1 column indi-
cates whether the model can handle multi-modal inputs, including
metrics, traces, and logs. Notably, RCA Graph([3] is categorized as
"Partial” due to its support for multi-modal inputs at the service
level only.

More recent models [10, 11, 16, 42] have been designed to process
metrics, traces, and logs together. However, they commonly suffer
from two critical drawbacks, as presented by the columns C2 and
C3in Table 1:

Limited Interpretability and Restricted Human Knowl-
edge Alignment. Eadro [16] employs deep learning techniques,
including dilated causal convolution and self-attention layers, to
learn system status representations. While effective, this approach
reduces model interpretability, making it challenging for SREs with-
out a deep learning background to comprehend the model and
fine-tune its parameters. Nezha [42], although a white-box model,
transforms multi-modal inputs into events and infers root causes
based on the relative changes in event pattern frequencies between
fault-free and fault stages. However, Nezha’s interpretability is also
limited because the concept of event pattern frequency is somewhat
abstract and does not directly align with SREs’ practical experience.
For example, while it may detect a significant change from e; — e
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Table 1: Recent Works and Their Compliance with the
Requirements from the Challenges. Here, C1 represents
whether the model can accept metrics, logs, and traces as
multi-modal inputs; C2 represents whether the model can
achieve satisfying interpretability; C3 represents needing NO
manual configuration. RW represents whether the model
is validated in Real-World datasets. Here, the blanks in the
table represent that we do not discuss whether the models
address some challenges because they have already failed to
address the previous challenge(s), aiming for visual clarity.

Work Year C1 C2| C3| RW
FChain [27] 2013 X X
Causelnfer [4] 2014 X X
MicroScope [18] 2018 X X
APG [36] 2018 | X X
Seer [7] 2019 X Partial
MicroRCA [37] | 2020 | X X
Causality RCA [28] | 2020 X X
MicroHECL [19] 2021 X v
MicroRank [41] 2021 X v
RCD [12] 2022 | X X
Dejavu [17] 2022 X v
GTrace [38] 2023 X v
RCA Graph [3] 2020 | Partial X
Eadro [16] 2023 v X X
Nezha [42] 2023 v X X
AlertRCA [43] | 2024 | v X v/
PDiagnose [11] 2021 v X v
Groot [10] 2021 v v | X v
CoE (ours) now v v |/ v

to ey — es3 as root cause, it may not clearly convey the implications
of this "root cause" change to SREs.

Need for Manual Configuration. PDiagnose [11] transforms
original multi-modal data into multiple time series features and
relies on manually designed threshold-based rules to identify actual
issues and perform RCA based on these detected issues. Groot [10]
transforms multi-modal data into events and conducts event-based
RCA using a manually configured event-causal graph that defines
the likelihood of each event causing another. While the threshold
rules in PDiagnose and the event-causal relationships in Groot
enhance interpretability and enable SREs to easily optimize mod-
els based on their experience without extra cognitive burden, the
manual configuration in these models proves to be labor-intensive.

Among the multi-modal approaches, some works [10, 42] adopt
the strategy of initially transforming multi-modal data into fine-
grained events before performing RCA on these events. This event-
based RCA approach presents a flexible and effective graph-based
framework for handling multi-modal inputs in microservice sys-
tems. In our work, we build upon this idea and aim to address the
aforementioned limitations of previous research. Our objective is
to facilitate automatic causality learning without the need for man-
ual configuration while ensuring the model remains interpretable.
Additionally, we strive to empower SREs to seamlessly integrate
their valuable experience into the model.
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3 PRELIMINARIES

In this section, we will first introduce the definition of events and
how to generate events from monitoring metrics, microservices
traces, and system logs in the microservices scenario, as well as
the relative relationship between events and incidents. Then, we
will introduce some concepts in event-based RCA, including causal
links between events, event chains, event-causal graphs consisting
of events and causal links, and naive event-causal graphs employed
to construct event-causal graphs. Finally, we will summarize our
problem statement.

3.1 Event and Incident

3.1.1 Event. In modern software architecture, the diversity and
tremendous volume of monitoring data on distributed systems shall
bring significant challenges for long-term storage and further anal-
ysis in the process of operation [10]. In our case, a global top-5
e-commerce system with over 5,000 distributed online services pro-
duces over 10 TB of daily monitoring data, including KPI metrics,
traces, and logs. To the best of our knowledge, there is currently no
appropriate algorithm to process all the incoming data of such vol-
ume directly to perform RCA at acceptable costs. Meanwhile, much
of the observed data is not of concern to SREs (e.g., , non-failure
segments in metrics, template information in logs, and normal
responses in traces).

Therefore, to tackle these challenges, a natural approach is to
preprocess and aggregate data from different modalities, focus-
ing only on the portions containing critical information, namely
events, and perform root cause analysis at the event level. Fig. 1
illustrates the generation of events. In a microservice system, SREs
can extract important abnormal information, such as unusually
high CPU metrics, abnormally high Garbage Collection (GC) fre-
quencies, increased error request codes between two microservices,
or frequent exceptions reported by a specific microservice code
segment, from raw observation data, including metrics, traces, and
logs, using different algorithms based on their granularity require-
ments for analysis. Typically, an event contains three types of fields:
WHAT, which describes the type of the event (e.g., "CPU HIGH,'
"GC HIGH"); WHEN, which indicates the time or period when the
event occurred; and WHERE, which identifies the service associ-
ated with the event. Apart from the observation data generated
automatically by the monitoring system, some operation activities
performed by SREs can also be categorized as events, such as "Code
Deployment" and "Config Change" in Fig. 1.

Event-based RCA refers to identifying the most likely event
within a collection of events that may have caused other events,
thereby determining the subsequent remediation actions to be taken
by SREs. For example, an event such as "Code Deployment" may
have led to events like "Latency Spike" and "API Call Timeout Error
Spike." Upon discovering the root cause event, SREs would take
actions such as code rollback or hotfix.

Performing RCA based on events not only (1) allows flexible
utilization of multi-modal observation data but also (2) supports
SREs in determining the granularity of root cause analysis based
on their specific requirements. Furthermore, it (3) reduces costs by
avoiding direct correlation mining on vast amounts of raw data,
and additionally (4) diminishes the cognitive burden for SREs in
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comprehending the current system status by leveraging events
rather than raw metrics, logs and traces.

Events are abstractions of raw monitoring data, which align
closely with the understanding of SREs. Typically, SREs accumulate
a wealth of experience regarding events during their daily opera-
tions and maintenance. For example, (1) a certain type of event is
likely to be caused by another type of event; (2) a particular type of
event is crucial and requires close attention when it occurs. Integrat-
ing such SRE expertise regarding events into the RCA algorithm
would effectively enhance its usability.

3.1.2 Incident. Due to the complex dependencies within a mi-
croservice system, multiple events often occur simultaneously in a
real failure. We consider a set of related events within a certain time
window as a collection, which we call an incident. An incident is
usually a set of events that cause service disruptions or outages[13].
Event-based RCA is to discover the root cause of an incident.

3.2 Event Graph

3.2.1 Causal Link. Typically, there is a causal relationship between
certain events, meaning that one event can be caused by another.
Considering events as nodes and establishing a directed edge be-
tween events based on potential causal relationships, the edge is
referred to as a Causal Link. A causal link points from the resulting
event e; to the causative event ey, and its weight represents the
likelihood that e is caused by e;.

3.2.2  Event Chain. A particular event may lead to multiple other
events, directly or indirectly, through a series of causal links. We
refer to these chained causal links between multiple events as an
Event Chain. To maintain generality, we define a zero-length event
chain to indicate that an event is not caused by any other event,
thus being its own root cause.

3.2.3 Event-Causal Graph. The graph composed of a set of events
as vertices and the causal links between these events as edges is
called an Event-Causal Graph (ECG), as shown in Fig. 2a. There
are two types of weight information in the Event-causal Graph:
the weights of the vertices (event nodes), which represent the im-
portance of an event, and the weights of the edges (causal links),
which represent the likelihood that one event is caused by another.
It is worth noting that these weights in the event-causal graph are
consistent with the SRE experience introduced in the last paragraph
of Section 3.1.1, thus providing good interpretability and easy ac-
ceptance of straightforward feedback and modifications from SRE.

Depending on the differences in the set of events used to con-
struct the event-causal graph, the event-causal graph can be divided
into two categories: (1) the event-causal graph constructed using
the set of all possible events in a microservices system, referred
to as the overall event-causal graph; (2) the event-causal graph
constructed using the set of events related to a specific incident,
which we call the incident-specific event-causal graph. The latter is
generally a subgraph of the former.

In a microservices architecture, the overall event-causal graph
can help SREs understand the entire system and allow for the inte-
gration of SRE knowledge. It is a useful approach to construct an
incident-specific event-causal graph for a certain incident before
using this graph to perform root cause localization.
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Figure 2: Illustrations of Event Graphs: (a) The Event-causal Graph comprises events represented as vertices and causal links
represented as directed edges. The blue and red values indicate the significance of events and the strength of causal connections,
respectively. (b) A Naive Event-causal Graph connects all possible causal links between events occurring within the same or
adjacent services. (c) Some approaches build upon (b) to create a Manually Configured Event-Causal Graph, where expert-defined
rules assign binary weights, removing non-existent causal connections by assigning them a zero weight.

3.24  Naive Event-Causal Graph. To help construct an event-causal
graph, Naive Event-causal Graph (NEG) is introduced.

The NEG is a uniformly weighted and fully connected ECG where
a set of events serve as vertices, and edges are formed by connecting
all events within the same or adjacent microservices, as depicted in
Fig. 2b.In an NEG, the edges between events within the same service
are bidirectional, while the direction of the edges between events in
adjacent services is determined by the dependencies (e.g., the calls)
of the services. The edges in an NEG represent all possible causal
relationships among the events, including false causal relationships.

The NEG does not require the weights needed in the ECG, mak-
ing it possible to be constructed directly from the event collec-
tion without additional causal prior knowledge. Consequently, con-
structing an NEG from an incident can aid in the creation of an
incident-specific event-causal graph with the following approaches:

e Approach 1: Utilize the NEG directly as the event-causal
graph while assigning all nodes and edges with equal weights.

o Approach 2: Initialize the event-causal graph with the NEG
and supplement binary weights through manually defined
rules, as depicted in Fig. 2c.

o Approach 3: Initialize the event-causal graph with the NEG
and supplement continuous weights using automatically learned
parameters.

Approach 1 is commonly utilized alongside traditional techniques
like PageRank. Some works like Groot [10] employ Approach 2
to construct manually configured binary event-causal graphs. Our
CoE adopts Approach 3 to eliminate additional manual effort.

3.3 Problem Statement

In the inference stage, given an incident as input, our CoE aims to
infer the root cause scores for every event in the incident, indicating
the root cause event. In the training stage, given historical incidents
involving different events and the recorded root cause events of
these incidents, our CoE seeks to automatically learn the causal link
weights and the event importance scores (illustrated by the red and
blue values in Fig. 2a) in an overall event-causal graph involving
all events in the microservice system.

4 ARCHITECTURE

In this section, we begin with an overview of our workflow, proceed
to outline the data preparation stage aimed at generating NEG
(serving as the input for subsequent steps), delve into the intricacies
of the inference stage of our CoE, and finally introduce the training
process of CoE. In addition, we discuss how to integrate human
knowledge into CoE to achieve more accurate RCA and deal with
events that have not been seen before.

4.1 Workflow

In this section, we briefly present the complete workflow of our
CoE, including the training and inference stages, as Fig. 3 shows.

First, in the preparation stage before training, we acquire the
events of historical incidents (serving as the inputs for training) and
the corresponding root cause events for these incidents (serving
as the labels) from the SRE’s fault remediation tickets in history.
The labels are obtained via a keyword search within the tickets. It
is worth noting that although CoE employs a supervised learning
approach, since fault remediation is already part of the SRE’s routine
work, and ticket recording is a natural occurrence, this step does
not incur additional resource overhead.

During the training phase, CoE trains an overall event-causal
graph involving all events in the microservice system. Using the
previously obtained events of historical incidents as inputs, CoE
constructs an NEG for each incident with its events. Then CoE
constructs an incident-specific event-causal graph for each incident
by initializing it with an NEG and assigning the causal link weights
and event importance scores queried from the overall event-causal
graph. Subsequently, based on the incident-specific event-causal
graphs, a graph ranking is performed to provide fault root cause
scores for the events within each incident. Using the scores of the
ground truth root cause events for each incident, a loss value is
calculated and subsequently employed to update the overall event-
causal graph. After training, the learned overall event-causal graph
is saved for the subsequent inference stage. This overall event-
causal graph offers excellent interpretability, making it easy for
SREs to understand and integrate their knowledge.
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Figure 3: CoE Workflow: Training and Inference

In the inference stage, for a newly occurring incident with an
unknown root cause event, CoE constructs an NEG based on the in-
cident’s event set. Then, CoE queries the saved overall event-causal
graph for causal link weights and event importance scores before
assigning them to the causal links and event nodes, constructing
an incident-specific event-causal graph initialized by the NEG. Af-
terward, a graph ranking is performed to provide root cause scores
for the events related to this incident. The event with the highest
root cause score is expected to be the real root cause event.

4.2 Input Graph Construction

As previously introduced in Section 3.2.4, an incident can be trans-
formed into an incident-specific NEG. In a microservice system,
the invocation relationships between microservices can be easily
obtained from traces and logs, while events record the associated
service information. Therefore, for a given incident, CoE constructs
the corresponding NEG using the following approach: the events
in the incident are treated as nodes, and for any two events, (1)
if they are associated with the same service, bidirectional causal
links are set between them, indicating the likelihood of their mu-
tual causation; (2) if they are associated with adjacent services, a
unidirectional causal link is set between them, with the direction
consistent with the service invocation dependencys; (3) if there is
no direct dependency relationship between the services they are
associated with, no causal link is set between them.

It is worth noting that even if two events are not directly con-
nected by a causal link, there may still be an indirect causal relation-
ship between them, but such a causal relationship can be expressed
through an event chain.

The incident-specific NEG serves as the input for inferring the
root cause scores of the incident’s events in the next step.

4.3 Root Cause Inference in CoE

This section introduces how to calculate the root cause score of
each node in CoE based on a given NEG. Denoting a given NEG as
G, we define CoE (G) as the root cause score of events in G. The
algorithm is shown in Algorithm 1, which mainly includes:

4.3.1 Inputs and Parameters. The input of the CoE function is an
NEG transformed from an incident, denoted as G.

The trainable parameters include R, Ry, and S. R; and R rep-
resent the causal link weights for inter-service and intra-service
causal links. S is the event importance scores of the event nodes,
measuring how important each event is in the whole system and
indicating a crucial event chain starting from this event. R¢,R;, and
S contain information about the event-causal graph composed of
all events in the microservice system. How to update them through
training will be introduced in Section 4.4.

The parameters « and T jointly determine the algorithm’s ap-
proximation error bound, ( ﬁ)Tﬂ, as described in Appendix A.
T is the upper limit for event chain length. « is the normalization
factor. Readers can set a based on their error requirements. We set
a to 0.2 in our experiments with T = 100, achieving an approxima-
tion error less than 1e-8, which is relatively small compared to the
average event root cause score of approximately le-2.

4.3.2 Causal Weights Assignment. This section corresponds to
Lines 2-18 in Algorithm 1.

Given an NEG, G, with its event nodes V, we first assign a weight
to each causal link in G with the overall event-causal graph pa-
rameters R; and Ry, where R; and R; stores the causal weights
of inter-service and intra-service causal links, respectively. The
weight assigned to the causal link a — b is denoted as E[(a,b)].
We calculate the sum of causal link weights originating from event
node v, denoted as sum|[v], and compute the a-biased mean value
of these sums, denoted as k = mean,(sum|[v]) X a. For an event
node v, sum[v] and k indicate the probability weight of this event
being caused by other nodes versus being its own root cause.

Next, we assign event importance scores to each node with the
global event-causal graph’s event importance score S and normalize
them to obtain Q°. Q° represents the probabilities of each event
serving as the starting point of an event chain.

4.3.3  Graph Ranking. This section corresponds to Lines 19-29 in
Algorithm 1. With an incident-specific event-causal graph, the root
cause score of each event node is as follows:

Calculate Event Root Cause Score. For a specific event in an
incident, its root cause score is contributed by all the event chains
pointing to it.
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Algorithm 1: CoE Inference with NEG

1 def CoE(G):

Input :G, naive event-causal graph, whose event
nodes are V;

Parameter : R, inter-service causal weights; R;,
intra-service causal weights; S, event
importance scores; T, the limit for event
chain length; a, the normalization factor;

Output :C, the root cause scores of V;

/* Causal Weights Assignment: Constructing

Incident-specific Event-causal Graph */
2 k =0,C = EmptyArray, sum = EmptyArray
3 for ainV do

4 for b neighboring to a do
5 if a, b in the same service then
6 ‘ E[(a,b)] = Rs(a.event, b.event)
7 else
8 ‘ E[(a,b)] = Ry(a.event, b.event)
9 end
10 sum|a] = sum[a] + E[(a,b)]
1 end
12 k =k + sum|a]
13 end
14 k =k/size(V) x«
15 for ainV do
16 ‘ 0°[a] = S(a.event)
17 end

18 0° = normalize(Q°)
/* Graph Ranking: Calculate Root Cause Scores

of the Events */
19 fori=1toTdo
20 Q! = EmptyArray
21 for ainV do
22 for b neighboring to a do
23 | Q'[b] += Q' '[a] * E[(a, b)]/(sum[a] + k)
24 end
25 end
26 for ainV do
27 ‘ Cla] += Q'[a]#k/(sum[a]+k)*length_bonus|[i]
28 end
29 end
30 return C

We denote the set of event chains in an event-causal graph as
{li, 1o, ..., In} where [; represents the i-th event chain of the event
nodes. Denoting the root cause score of event v as P(v) and the
root cause score contributed by event chain [ as p(I). Then it can
be expressed as:

P= > () M

I; ends with v

The event chain contribution p(l;) in Eqn. (1) is computed from:
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Calculate Event Chain Contribution. For a given event chain,
its contribution to the root cause score of the terminal node is deter-
mined by (1) the importance score of the starting node; (2) the joint
probability of each event node being caused by its next event along
the event-chain; (3) the probability of the terminal event not being
caused by another event, and (4) the length bonus term of the event
chain.

Assuming an event chain J; is Udfi) — vdé” — ...

(&)

where v}
J

(i) >
dll |

represents the index of the j-th event node in /; and |/;|

represents the event number of I;. Then p([;) is:

[l:]-1
[ P logm #Term(s,n) * LB(Ii)

j=1
()
Here, the first term, Sporm, is the normalized importance score
of each event, corresponding to the normalized Q¥ in Alg. 1. In the
second term, p(vd(,-) |0d(,-)) represents the probability of vd(i) being

p(i) = Snorm(vd<i)) *
1

directly caused by Ud(L) correspondlng tothe E[(a, )] /(sum[ 1+k)
in Alg. 1. The th1rd term, Term(vd(,)) is referred to as out-edge
bonus term, representing the probablhty of event v e being NOT
I

caused by another event (thus being the root cause‘o‘f itself), cor-
responding to the k/(sum|[a] + k) in Alg. 1. The last term, LB(|l;|),
represents the length bonus term of the event chain of length |;],

corresponding to the length_bonus[i] in Alg. 1. LB is designed
to reward the contribution of longer event chains. In practice,
LB[i] = min(1.0,0.01 % 2~1) and it is at most 1 to avoid expo-
nential explosion. In the following context, the out-edge bonus
term and the length bonus term are referred to as bonus terms.

While Eqn. (1) and Eqn. (2) provide a clear definition for calculat-
ing event root cause scores, due to the complex causal relationship
in microservice systems, it is not efficient to directly enumerate the
event chains and accumulate their contributions to the root cause
scores of their terminal nodes. Here, we introduce:

Efficient Calculation. To compute the root cause scores of events,
we can iteratively calculate the root cause scores contributed by event
chains clustered by chain length.

In the Appendix A, a comprehensive proof of this step is pre-
sented, accompanied by a theoretical analysis establishing an upper
bound, (ﬁ)Tﬂ, on the approximation error when T is not infinite.
T and « are parameters previously introduced in Section 4.3.1. The
Alg. 1 follows this design, where Q*[0] is the bonus-terms-excluded
contribution of all i-length event chains to event v

4.4 Training and Testing

The training process of the CoE is geared towards learning the
learnable parameters, denoted as R, Ry, and S, in the overall event-
causal graph, eliminating manual configuration.

Here, we introduce the training algorithm for CoE, as outlined in
Alg. 2. The CoE model is trained to maximize the normalized root
cause scores of the ground-truth root cause using the loss function
L as depicted in Eqn. (3). o represents the parameters including
Ry, Rs, and S, trained using the Adam optimizer [14] along with
an L2 penalty [20].
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Algorithm 2: Train CoE
1 def TrainCoE(G,Y):

Input :training data G, NEGs; training labels Y, the
ground-truth root cause events;

Output: w, parameters including Ry, Rs, and S;
2 w « initialize(G)
3 for i = 1 to max_epoch do
4 for (G, y) is a batch in (G, Y) do
5 L =2 CoE(Gi) [yi]
6 w — Adam(—Vy, Le, w)
7 end
8 end
9 return o

Lc =-Eg,, CoE(G)[y] (3)

In online mode, training can be regularly conducted, with inci-
dents accumulating over time.

4.5 Integration of Human Knowledge

A significant advantage of the CoE model is that it is a white-box
algorithm with an illustrative event-causal graph. This design en-
sures the model is transparent and intuitive for SREs, allowing them
to easily comprehend and even modify the automatically learned
parameters. Leveraging their expertise, SREs can fine-tune these
parameters to enhance the precision of root cause identification.

For instance, as shown in Fig.3, based on historical data, CoE
learns the causal link weights (Rs and R;) and event importance
scores (S). These parameters have clear physical meanings and align
with the SREs’ cognitive processes and observations during daily
operations, ensuring ease of comprehension. A large causal link
weight signifies that one event is highly probable to be triggered
by another, whereas a high event importance score denotes that
an event holds significance within the overall system, thereby ne-
cessitating its rigorous monitoring. Therefore, unlike models that
require deep learning knowledge from SREs, CoE supports SREs in
adjusting its parameters based on their experience, even without
relevant parameter-tuning expertise, to improve the RCA output.

However, it is still necessary to note that while CoE allows SREs
to easily modify model parameters based on their experience, the
overall event-causal graph automatically learned by CoE is already
outstanding without additional manual intervention. In the exper-
iments in Section 5.2, we compared CoE with the overall event-
causal graph learned entirely on its own against a completely man-
ually configured event-causal graph. The results showed that the
former still performs better. This section solely emphasizes that
CoE supports further human knowledge integration based on the
automatically learned causality.

5 EVALUATION

To evaluate the performance of CoE, we carry out a comprehen-
sive set of experimental studies addressing the following research
questions:
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e RQ1:Effectiveness, how does the CoE improve the RCA ac-
curacy by learning the overall event-causal graph compared
with Groot and other baselines?

e RQ2:Ablation Study, what are the individual contributions
of each component within CoE?

e RQ3:Interpretability, how does CoE achieve interpretabil-
ity in real-world cases?

5.1 Experimental Design

5.1.1 Dataset. We evaluate CoE on datasets collected from a global
top-5 e-commerce system with over 5,000 services in three data cen-
ters, serving 185 million active users. Our dataset contains events
from 46 monitoring signals per service, aggregated from 800,000
monitoring signals. Our datasets consist of two subsets: Service
dataset and Business dataset. The Service dataset includes service-
level incidents (e.g., connection stacking issues), while the Business
dataset covers customer/business impact incidents (e.g., failed inter-
actions) related to business-to-business relationships. Both datasets
contain 170 service incidents and 782 business incidents collected
from Jan. 2020 to Apr. 2021, evenly split for training and testing
through multiple rounds of random splitting.

5.1.2  Baselines. As previously mentioned, extracting the overall
event-causal graph is crucial for interpretable SRE-friendly RCA
algorithms in microservices systems. We primarily select some
baseline algorithms to learn the event-causal graph from historical
incidents and further perform root cause localization. Our baselines
include:

e Groot [10]. Groot is an RCA algorithm with a manually config-
ured event-causal graph.

e Groot with NEG. Groot runs on a naive event-causal graph

without manual configuration.

PageRank. Employing Approach 1 in Section 3.2.4, the PageRank

is applied to the NEG to locate the root cause by updating the

value of nodes by their adjacent nodes and out-edge numbers.

GCN. GCN [15] has achieved remarkable results in graph em-

bedding, graph classification, and node classification. RCA in the

NEG is a binary node classification task.

GAT [35]. [35] propose GAT to assign corresponding weights to

different adjacent nodes. Unlike GCN, GAT predicts the impor-

tance of other neighboring nodes. Recent works like Eadro [16]

and AlertRCA[43] use GAT to learn the dependency-aware sta-

tus of the microservice system. We employ GAT with historical

incidents to learn the event-causal graph.

o GraphSAGE [9]. GraphSAGE can be generalized to the unseen
graph (different from the training graph).

Groot and PageRank represent existing RCA approaches. GCN,
GraphSAGE, and GAT are the popular graph neural networks in
node classification, graph classification, link prediction, and graph
embedding [9, 15, 35].

Some other approaches do not support multi-modal root causes,
as shown in Table 1. The traditional graph-based approaches (e.g.,
Causelnfer [4] and Microscope [18]) do not perform well as in-
troduced in [10, 42]. Other works include log-based methods [1,
7, 19, 21, 25, 44]. Some other methods [8] do not concentrate on
event-level RCA and can not extract the causality between events.
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Table 2: Performance of CoE and baselines, with MEG repre-
senting that the algorithm uses a Manual Event-causal Graph
constructed based on rules defined by human experts. In this
table, bold indicates the best performance.

Service Business

Model MEG Top-1 Top-3 Top-1 Top-3
PageRank 16.1% 253% 1.2% 1.8%

,  GraphSAGE 62.2% 781% 81.1% 93.7%
o GAT 12.2% 47.6% 60.5% 79.2%
3 GCN 293% 57.3% 69.2%  85.3%
& Groot w/o MEG 17.1% 48.8% 23.2% 45.5%

Groot v 74%  92%  81% = 96%

g CoE with MEG v 781% 93.9% 787%  95%
o) CoE 79.3% 98.8% 85.3% 96.6%

We use GCN [15], GraphSAGE [9] and GAT [35] to solve RCA as
a binary node classification task. BERT [5] is used in GCN, Graph-
SAGE, and GAT to transform the event name and service name into
an embedding vector as the node’s feature.

5.1.3  Metrics. We use top-1 and top-3 accuracy rates as metrics.
The top-k accuracy is the ratio of incidents where the RCA score
in the top-k sorts its ground-truth root cause.

5.1.4  Environment and efficiency. Our experiments run with an
Intel(R) Core(TM) 19-9980HK CPU, an 11GB GTX1080Ti GPU, and
32GB memory. It takes about 45 minutes to train the CoE with all
the incidents in each dataset. The average execution time and event
number are 4.06s and 18.73 for the Business incidents and 2.16s
and 14.70 for Service incidents. Its speed is close to Groot (2.98s for
the Business dataset and 3.16s for the Service dataset), requiring
minimal storage cost at just 52.06KB.

5.2 ROQ1:Effectiveness

We evaluate CoE on the Service and Business datasets, compared
with other approaches in Table 2. In the experiments, we use a
minimum learning rate (4e-5) and few parameters in CoE to ensure
reproducibility. As a result, the training is stable, and the top-1 and
top-3 accuracy of CoE keep the same in five repeated experiments.

Among all the baselines, Groot [10] significantly outperforms
most other baselines. However, it’s worth noting that when an
event-causal graph defined by manually configured rules is un-
available, Groot’s performance is noticeably diminished (refer to
"Groot without MEG"). We also explored the performance of widely-
used graphical models, including GCN [15], GraphSAGE [9], and
GAT [35] , which do not perform well when learning from the
NEGs, as demonstrated in Table 2.

Compared to Groot, CoE not only eliminates the need for labor-
intensive configuration but also boosts performance, with a 5.3%
top-1 and 6.8% top-3 improvement in the Service dataset and a 4.3%
top-1 improvement in the Business dataset.

Intriguingly, CoE not only surpasses Groot but also exceeds
CoE with an event-causal graph completely configured by human
experts (refer to "CoE with MEG"). This finding implies that CoE’s
ability to encapsulate causality surpasses that of human expertise.
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Table 3: Length bonus and out-edge bonus ablation study.

Service Business
Topl Top3 Topl Top3
CoE 79.3% 98.8% 85.3% 96.6%
CoE w/o length bonus 793% 96.3% 83.2% 96.1%

CoE w/o out-edge bonus 75.6% 96.3% 83.4% 95.3%
CoE w/o both bonus terms  75.6% 93.9% 83.4% 95.3%

Table 4: Performance enhancements for each component
integrated into a naive CoE sequentially.

Service Business
Top1l Top3 Topl Top3
Naive CoE 31.7% 64.6% 71.7% 90.3%
+bonus terms  33.0% 67.1% 72.1% 90.5%
+learn S 51.2% 81.7% 82.1% 95%
+learn R; 51.2% 86.6% 84.5% 95.5%
+learn R; 79.3% 98.8% 85.3% 96.6%

We believe this enhancement primarily stems from the superiority
of continuous types for casual weights, as opposed to the binary
edges built according to the expert-configured manual rules. This
methodology facilitates a more precise representation of event
relationships.

5.3 RQ2: Ablation Study

In this part, an ablation study is performed on the following com-
ponents in CoE:

e Out-edge bonus term, Term, and length-bonus term, LB
e Event importance scores, S

o Inter-service causal link weights, Ry

e Intra-service causal link weights, Rs

We initiated our analysis with an ablation study to investigate
the impact of two essential terms, the out-edge bonus and length
bonus terms, on CoE performance, as illustrated in Table 3. When
we remove a term, we set this term as a constant 1. The experiments
validate our intuition that bonus terms can lead to a more reasonable
contribution to an event chain.

Subsequently, we conducted two additional sets of ablation ex-
periments on CoE. In the first set, we incrementally introduced and
evaluated the impact of each component on performance improve-
ment, as elucidated in Table 4. In the second set, we systematically
assessed the model’s overall performance by removing each compo-
nent individually, as outlined in Table 5. The results shed light on the
significance of each component: The incorporation of component
S led to a substantial enhancement in performance. Component
R, contributed to a modest improvement. Notably, component R
played a pivotal role in elevating the performance of the Service
dataset, suggesting that incidents within this dataset are typically
associated with a single service.
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Table 5: Impact of removing individual steps in CoE.

Service Business
Topl Top3 Topl Top3
CoE 79.3% 98.8% 85.3% 96.6%

CoE w/o learning S 75.6% 96.3% 84.5% 96.1%
CoE w/o learning R;  78.1% 97.6% 84.5% 95.8%
CoE w/o learning Ry~ 51.2% 86.6% 84.5%  95.5%
CoE w/o bonus terms  75.6% 93.9% 83.4s% 95.3%

Table 6: Each step in CoE, where blanks represent 0 and
Q'[j] represents bonus-terms-excluded root cause score con-
tributed by all i-length event chains to node j.

Nodes | i=0 | i=1]i=2|i=3]i=4
O'[0] | 0.15
1] | 0.15 | 0.107
2] | 0.12 | 0.135 | 0.097
3] | 0.12 | 0.005 | 0.005 | 0.004
4] | 0.08 | 0.097 [ 0.004 | 0.004 | 0.003
0.02 | 0.103 | 0.116 | 0.083
6] | 0.08 | 0.018 | 0.092 | 0.104 | 0.074
71 | 0.08
8] | 0.12 | 0.143
9] | 0.08

.

~
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5.4 RQ3: Interpretability

In this section, we demonstrate how the CoE outputs can provide
interpretability for SREs from three aspects in the real-life case in
Fig. 2a. The causal link weights and event importance scores, as
learned by CoE (depicted by the red and blue numbers in Fig. 2a),
along with the bonus-terms-excluded root cause contribution of
event chains of various lengths (as depicted in Table 6), collectively
contribute to the interpretability of the model. This is exemplified
in the case study presented in Fig. 2a, where these elements are used
to answer three common questions SREs ask during fault diagnosis:

Firstly, how do the events influence each other? CoE pro-
vides insights into the propagation probabilities between events.
By intelligently trimming redundant paths to eliminate spurious
causality, CoE enhances clarity. For instance, the edge from Node 2
to Node 3 isn’t outright severed but is assigned a weight of 0.07, sig-
nificantly lower than the edge from Node 2 to Node 5. This weight
assignment makes Node 2 more likely to be directly influenced by
Node 5. The causal links between irrelevant events are automati-
cally assigned zero weights after CoE training. Using continuous
and differentiable causal link weights better represents the direct
impacts between events than binary-style edges in the event-causal
graphs defined by manually configured rules, facilitating a more
comprehensive grasp of the system for SREs.

Secondly, how exactly does the model arrive at its conclu-
sion? CoE not only computes the root cause score of nodes but
also unveils the fault propagation process in each round, as shown
in Table 6. For example, although events such as 7, 8, and 9 are as-
signed initial scores, their root cause scores diminish rapidly within
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one or two steps, indicating a limited influence range. Conversely,
Event 6 grows increasingly suspicious in longer propagation paths,
as evidenced by its score proportions of 42.4% for i = 2, 42.5% for
i = 3, and a significant 96.1% for i = 4. This illustrative propaga-
tion process derives the final root cause scores C|j]. For example,
Cl2] = X2, Q![2]+Term(2)+LB(i) = 0.00035,C[4] = 0.00145, and
C[6] = 0.01214. These detailed insights into propagation during
each round empower SREs to better understand the entire process.

Thirdly, given an event chain, can SREs determine how
suspicious this event chain is? CoE helps the SRE to evaluate the
contributions of event chains. For the Fig. 2a case, k = 0.195, SREs
can examine the contributions of event chains as the following
examples:

o /4 =5—6,p(l1) =0.00018.

l=0—1—2— 5, p(ly) = 0.000679.
I53=0—>1—2—5— 6, p(l3) = 0.00595.
l4=0—-1—>2—3 >4, p(ly) =0.00237.
15=0—>1—>8,p(15)=0.
Is =7 — 8, p(lg) = 0.000722.
By comparing p(l1) with p(l2), SREs can discern that the presence
of Event 0 contributes more significantly to the root cause score
of Event 6 than the presence of Event 5 does. Despite I, and I3
originating from the same node, the fact that p(ly) < p(I3) suggests
that Event 0 is more likely to designate Event 6 as the root cause
rather than Event 5. Furthermore, a comparison between p(l3)
and p(ly) allows SREs to infer that Event 0 is more likely to be
propagated from Node 6 along I3, as opposed to from Event 4 along
ls. p(I5) is zero, indicating that the fault in Event 0 is irrelevant to
Event 8. In contrast, a nonzero p(lg) implies that Event 8 is more
likely to cause the issue in Event 7.

These three aspects of CoE enable SREs to understand the in-
cident better, encompassing the root cause event and the fault
propagation details.

6 CONCLUSION

In this paper, we present a white-box algorithm, CoE, to automati-
cally learn the event-causal graph and accurately detect root causes
while ensuring interpretability and enabling SREs to integrate hu-
man knowledge. CoE eliminates the need for time-consuming man-
ual configuration by automatically learning the parameters in an
overall event-causal graph. Furthermore, it helps SREs compre-
hend fault propagation and event chains within the event-causal
graphs, guaranteeing interpretability. Our evaluations, conducted
on two datasets encompassing 952 real-life incidents sourced from
SRE remediation records, illustrate CoE’s superiority over baseline
methods. Our ablation study provides insight into the effectiveness
of each component of the CoE algorithm. In our future work, we
plan to delve further into causality relationships, exploring avenues
such as unsupervised or active learning techniques.
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