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Modern service systems are constantly improving with the development of various IT technologies, leading to a
boost in system scales and complex dependencies among service components. The large scale and complexity
of services make them more prone to failure. To maintain services’ normal and stable operation, alert and
incident management (AIM), which analyzes and handles service failures in time, has become an important
content of IT service management (ITSM). Many intelligent solutions have been proposed to improve the

management process. However, there is currently no comprehensive survey that systematically reviews related
works. Moreover, no integrated AIM architecture can cover each detailed process or most existing piecemeal
solutions. Therefore, we conduct an in-depth survey to address these problems. To the best of our knowledge,
the paper is the most comprehensive survey on intelligent AIM in IT services. Through this survey, we make the
following contributions. First, we summarize an integrated architecture that includes detailed AIM processes
and key techniques. Second, we provide a systematic review of related works based on the architecture. Third,
we give a valuable analysis of current challenges and trends in AIM.

1. Introduction

With the progress of Information Technology (IT), IT services have
become indispensable in our daily activities, such as online shopping,
social networking, and entertainment. Service providers must maintain
the normal and stable operation of IT services to ensure the quality of
service (QoS) (Duan et al., 2003). IT service management (ITSM) (Kr-
ishnan and Ravindran, 2017) plays a vital role in the daily operations
of IT services, including a set of activities to ensure service level
agreements (SLAs) (Raimondi et al., 2008).

With the development of virtualization, cloud, big data, and mi-
croservice, IT services are becoming more large-scale and complex.
Fig. 1 shows an IT service system with numerous components and
complex logical relationships (Zhao et al., 2020c). Accordingly, in-
cidents (unplanned interruptions/outages) of the service (Lou et al.,
2013) are usually inevitable. Meanwhile, they could destroy service
quality and incur huge economic losses. For example, Amazon’s one-
hour downtime on Prime Day may lead to the loss of up to $100 million
in sales.! Therefore, incident management (IcM) (Zhou et al., 2017;
Chen et al., 2020b) is vital and has become one of the most critical
processes in ITSM.

At present, many IT service providers have established systems of
alert and incident management (AIM), as shown in Fig. 2. When
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Fig. 1. An example of IT service system.

service users access an IT service, the monitoring system collects data
(e.g., metrics (Eyerman and Eeckhout, 2008) and logs (He et al., 2016))
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Fig. 2. Overview of AIM in IT service system.

from the service system. Once these monitoring data violate predefined
alerting rules, alerts would be generated to notify engineers to pay
attention to them (Zhao et al.,, 2020c). Next, alert management is
responsible for processing numerous raw alerts from the monitoring
system and identifying severe alerts. These severe alerts, as well as user
complaints, are treated as incidents, which are further handled by the
incident management process. The incident management goals are to
assign the incidents to responsible teams, localize the root causes (Solé
et al., 2017), and resolve the incidents as soon as possible to ensure
service stability.

Traditionally, manual AIM is time-consuming and labor-intensive.
In recent years, various solutions (see Section 3.4) have been proposed
to handle alerts and incidents in an automatic and intelligent way.
Such a body of works also contributes to the operations paradigm shift
known as Artificial intelligence for IT Operations (AIOps) (Dang et al.,
2019; Notaro et al., 2020; Sabharwal and Bhardwaj, 2022; Rijal et al.,
2022), i.e., utilizing Artificial Intelligence to enhance IT Operations.

This study aims to understand AIM by providing a uniform archi-
tecture as well as the latest progress in this area. However, to our
knowledge, no uniform AIM architecture can fully describe each AIM
process or comprise most existing piecemeal solutions. In addition,
no thorough AIM survey reviews the state-of-the-art works (see Sec-
tion 3.3). Therefore, we conducted the survey focusing on AIM (as
shown in the red dashed frame of Fig. 2) to tackle these problems. The
paper surveys 89 representative research papers from the last 15 years
(2008-2022) in detail and makes the main contributions as follows.

1. The paper summarizes an integrated AIM architecture that con-
sists of various processes and can cover most existing piecemeal
solutions. This architecture can help readers have a thorough
understanding of the AIM workflow and design and evolve the
management system for industrial purposes.

2. The paper reviews primary research works on AIM in IT services,
following different processes of the summarized architecture.
This will help readers quickly understand related works in each
specific process they care about to better conduct scientific
research and industrial works.

3. The paper provides an in-depth analysis of current challenges
and trends in AIM, which points out potential research direc-
tions. This can guide the readers to understand the current
situation and choose the appropriate direction for research or
industrial works.

2. Background
ITSM, which contains a series of management processes and tech-

nologies, aims to ensure service quality and user experience (Diao
et al., 2016). Besides, Information Technology Infrastructure Library
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(ITIL) (Arraj, 2010; Potgieter et al., 2005), as a set of detailed and
widely accepted best practices of ITSM, focuses on aligning IT ser-
vices with business requirements. To meet the goals of ITSM/ITIL, the
management of alerts and incidents has become the critical content
of ITSM/ITIL. For a better understanding of the related background,
we will introduce some important concepts (as shown in Fig. 3). As
monitoring data that are collected by the monitoring system are the
basis of these concepts, we first introduce the monitoring system, which
is not our focus but essential to the overall workflow (as shown in
Fig. 2). Next, we introduce certain important concepts in ITSM. Finally,
we briefly introduce some works on root cause analysis, which can
provide support for incident management.

2.1. Monitoring system

The monitoring system (Aceto et al., 2013) is an automatic re-
active system that provides an effective and reliable way to ensure
service quality. Some well-known organizations provide monitoring
services for their products. For example, IBM provides monitoring for
their cloud products.? Furthermore, many mature monitoring tools are
available at present, such as commercial types (e.g., SolarWinds®) and
open-source types (e.g., Zabbix* ). A typical monitoring system usually
includes certain functions, i.e., data collection and alert generation.

2.1.1. Data collection

Data collected by the monitoring system are the basis for discov-
ering service failures and ensuring the normal and stable operation of
the service system. Therefore, it is necessary to continuously and stably
collect various system data. These monitoring data are the basic data in
ITSM, mainly including metrics, traces, system logs, and changes.

Metrics. Metrics are essential monitoring data that can indicate the
performance of various hardware and software, such as CPU utilization,
disk I/0, and service response time. Metrics are one of the most critical
monitoring data and are widely used to discover system problems
because they are convenient to be visualized and can directly reflect
the components’ performance status.

System Logs. Most systems record internal operations, status, and
errors by logs. Some log generation libraries, such as log4j,> and Apache
common logging® can generate log messages in standard formats, re-
garded as structural or semi-structural data rather than pure textual
data.

https://www.ibm.com/cloud/learn/it-service-management.
https://www.solarwinds.com.

https://www.zabbix.com.
https://logging.apache.org/log4j/2.x.
http://commons.apache.org/proper/commons-logging.
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Traces. Traces record the invocation and execution information
of service components when executing internal and external requests.
There have been some popular tracing technologies to record traces
automatically, such as X-trace (Fonseca et al., 2007), Dapper (Sigelman
et al., 2010), PreciseTracer (Sang et al., 2011), and Canopy (Kaldor
et al., 2017). Traces have become important data for monitoring sys-
tems, especially since more and more micro-service systems are applied
to provide various service functions. They contain rich information
related to the call process and the health of requests (e.g., time con-
sumption and return status), indicating both system behavior and
performance.

Changes. Change data (Rance, 2011) record each change of the
service, which describes the addition, modification, or removal of
anything that could have an effect on IT services.

2.1.2. Alert generation

An anomaly indicates a state that is inconsistent with the normal
behavior of the system, which may cause a system failure. Anomaly
detection (Chandola et al., 2009; Hodge and Austin, 2004) is the basis
of alert generation, aiming to detect anomalies based on monitoring
data using various algorithms or rules. In related literature, a lot of
efforts have been devoted to metric anomaly detection (Ren et al.,
2019; Laptev et al., 2015; Malhotra et al., 2015), log anomaly detec-
tion (Du et al., 2017; Zhang et al., 2019; Yang et al., 2021), and trace
anomaly detection (Malhotra et al., 2015; Gan et al., 2019; Nedelkoski
et al., 2019). There have been many surveys on anomaly detection
from different perspectives, such as network anomaly detection (Ahmed
et al., 2016), discrete sequences anomaly detection (Chandola et al.,
2010), one class classification (Khan and Madden, 2009), deep learning
methods (Chalapathy and Chawla, 2019), and unsupervised outlier
detection in high-dimensional numerical data (Zimek et al., 2012).
After finding anomalies, the alerts are generated based on some rules.
For example, some alerting strategies based on multivariate analysis are
introduced in Yang and Guo (2017).

2.2. Related concepts

To better explain the related concepts, we show their relationships
in Fig. 3. In addition to the concepts already introduced (i.e., mon-
itoring data, metrics, traces, system logs, changes, and anomalies),
there are still some important concepts, namely alert, incident, and
event (Brewster et al., 2012; Derdack, 2017; Harper and Tee, 2018).

An event can be defined as any occurrence that indicates a change
to the current behavior or status of IT services and that has significance
for ITSM.

An alert is the occurrence of one or a series of events that meet
certain criteria. Alerts are usually generated by the monitoring system
based on detected anomalies and some alerting rules, e.g., a metric
exceeds a predefined threshold for at least a predefined duration. We
provide an alert example with several significant attributes, as shown in
Table 1. “Alert key” identifies the alert indicator. “Severity” represents
the severity level of this alert, which is decided by manual rules. It
can only be a reference for determining whether the alert is severe, as
the rules cannot always be completely accurate. “Description” specifies
the detailed information of the alert, and “Alert ACK” records the
alert determination process and the result of the alert, which is usually
written by On-Call Engineers (OCEs) or automatically generated by the
system. Although “alert” may be called “alarm” (Fournier-Viger et al.,
2020) in some papers, this paper uses “alert” instead of it for a unified
description.

An incident is an unplanned interruption/outage of IT service or
degradation of IT service quality. In the IcM system, a reported incident
is recorded as a ticket. Incident tickets usually have two primary
sources: severe alerts and user complaints. A ticket from a severe alert
has similar attributes to this alert, except the alert acknowledgment
field is replaced with the resolution field (textual description of incident
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Table 1
An alert example.

Creation time Alert key Severity
2021-3-20 15:29:14 Linux-CPU-CPUUtil 2
Close time App Device
2021-3-20 15:37:28 ID(XXX) IP(*.*.*.%)
Description
The CPU utilization exceeds the threshold 85% beyond 5 min
(current value is 90%).
Alert ACK
Contact the responsible expert of App XXX and get a reply that
there is no effect on business, then close the alert.

Table 2

A manual ticket example.
Creation time Close time Component
2021-3-22 10:14:24 2021-3-22 11:05:30 Service XXX

Description

Function A does not respond.

Resolution

Step 1. Expert A (network group): Check the network and find it is normal.
Step 2. Expert B (database group):
Find the database response timed out and solve this issue by increasing memory.

resolution). In addition, tickets from user complaints are the typical
way how the system users express their requests related to incidents in
IT services (Jan et al., 2013). Table 2 shows a manual ticket example
with several significant attributes. Among them, “Resolution” records
the step-wise resolution that describes how this ticketed incident is
resolved and may involve multiple expert groups. In the paper, a ticket
from an alert is called a monitoring (incident) ticket, and a ticket from a
user complaint is called a manual (incident) ticket,”.

We further summarize the relationships and differences of the three
essential concepts (i.e., alert, incident, and event) as follows. Alerts are
a subset of events. As a result, the number of events is larger than that
of alerts. Severe alerts and user complaints are two primary components
of incidents. As shown in Fig. 2, an alert does not necessarily lead to an
incident. Meanwhile, an incident does not necessarily have a reported
alert, e.g., some incidents are reported by user complaints only. In
terms of severity, incidents are usually more severe than alerts, and
alerts are more severe than events in general. Besides, events, alerts,
and incidents can all generate notifications to engineers, depending on
the specific settings of the organization.

2.3. Root cause analysis

To completely resolve an incident, experts will analyze the root
cause of it. Traditionally, experts manually investigate root causes
based on their domain knowledge (e.g., the dependencies between
service components) and related data analysis (e.g., metrics and logs).
However, the manual analysis will cost much time and effort, and is
not conducive to the quick resolution of incidents. Therefore, many
techniques have been proposed to improve RCA (Igorzata Steinder and
Sethi, 2004; Solé et al., 2017; Soldani and Brogi, 2022). Typically, RCA
methods localize root-cause components on a certain level (e.g., ser-
vices, microservices, containers, servers, or resources). These methods
first construct a dependency graph representing the relationship among
components, and then localize root-cause components based on the
dependency graph.

7 In this work, we may make exchangeable use of incident ticket, and incident
ticket.
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2.3.1. Dependency graph construction

There are two major ways to construct the dependency graph for
root cause analysis: system architecture analysis and causality discov-
ery.
The system architecture provides accurate dependencies among
components. For example, call relationships of services or microservices
can be regarded as dependencies (Kim et al., 2013; Li et al., 2022d,a;
Zhang et al., 2021). In this context, if service A calls service B, then A
depends on B. Thus, the dependency graph can be represented by the
call graph generated based on sensors deployed on the components.
Resource-sharing relationships among components are also dependen-
cies, which can further enhance the dependency graph (Weng et al.,
2018; Wu et al., 2020). For example, if virtual machine A and virtual
machine B are located at the same physical machine, or service A
and B are dependent on the same storage, then they have dependency
even if they do not directly call each other. Besides the coarse-grained
service-level and virtual machine-level dependencies, traces are utilized
in many approaches (e.g., TraceAnomaly (Liu et al., 2020a), Micro-
Rank (Yu et al., 2021), Sage (Gan et al., 2021), TraceRCA (Li et al.,
2021b)) to acquire span-level dependencies.

Some other works learn the dependency relationship automatically
from the historical monitoring data of the components. The PC al-
gorithm (Spirtes et al., 2000; Kalisch and Biihlman, 2007), a causal
relationship learning algorithm, is widely used to identify dependencies
in different levels, such as performance metric level (Chen et al.,
2014; Ma et al.,, 2019, 2020; Meng et al., 2020; Lu et al., 2022),
API level (Wang et al., 2018a), alert level (Zhang et al., 2020), and
microservice level (Lin et al., 2018a). Moreover, the Granger Causality
tests (Granger, 1969) are used to infer component dependencies (Thal-
heim et al., 2017).

2.3.2. Root cause inference

After constructing the dependency graph, a method is in need to
infer the root cause based on the dependency graph. Some works (Kim
et al.,, 2013; Weng et al., 2018; Ma et al., 2019; Wang et al., 2018a;
Ma et al., 2020; Wu et al., 2020) assume that the metrics of root-
cause components are similar to those of the affected components.
Thus, a random walker aiming to find the root cause should iteratively
go to the neighbors with higher metric similarity. Therefore, they use
random walk (Spitzer, 2013) with metric similarity as the transition
probability to infer the root cause. Moreover, some works (Chen et al.,
2014; Lin et al., 2018a; Liu et al., 2020a, 2021) directly apply a
Depth First Search (DFS) method to find the most upstream abnor-
mal component on the dependency graph. In addition, some other
methods are used to infer root causes, such as the weighted PageRank
algorithm (Liu et al., 2020b; Lu et al., 2022), the conditioned graph
traversing algorithm based on the Pearson correlation coefficient (Lin
et al., 2018a), the influence maximization algorithm (Zhang et al.,
2020), association rule mining (Li et al., 2021b), the counterfactual
inference method (Gan et al.,, 2021), supervised methods (Li et al.,
2022d), and other customized RCA methods (Thalheim et al., 2017;
Zhang et al., 2021).

3. Overview

At present, there is no comprehensive survey that provides a sys-
tematic introduction to the complete relevant works. Moreover, no
integrated AIM architecture currently can describe each process in
detail or cover most existing piecemeal solutions. Therefore, we con-
duct an in-depth survey in the AIM field. In this section, we first
introduce the survey methodology. Then, based on our survey, we
summarize an architecture to describe the complete AIM workflow,
which combines critical steps/techniques to help understand each pro-
cess and potential connections. Next, we analyze related surveys to
clarify some contributions of this survey. Finally, on the basis of the
architecture, we introduce some detailed statistical information about
relevant literature.
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Fig. 4. Word cloud of main publishing venues.

3.1. Methodology

We collect literature in a snowballing manner (Wohlin, 2014). We
first identify 16 seed papers from those published in relevant confer-
ences and journals in recent years, including SIGKDD ’17, ICSE ’19-22,
ESEC/FSE 20, ASE ’19-21, and INFOCOM ’20. Then, a keywords-
based database search (MacDonell et al., 2010) is performed to make
up for the lack of initial literature, using keywords (“‘alarm”, “alert”,
“incident”, and “ticket”) to search popular online digital libraries (IEEE
Xplore, ACM Digital Library, Springer Online, and Elsevier Online).
For the paper screening, we comprehensively consider their quality
and relevance to the theme. We notice that many studies are for
network security alerts, which analyze network attacks. As monitoring
systems for IT services typically generate two types of alerts, i.e., system
alerts (as shown in Table 1) and network alerts indicating the network
performance and reliability, those network security alert-related works
are out of the topic of this survey. After the search, we extend the list of
papers by recursively examining those referred by or referring to any
included one, which also follows the paper screening above. Finally,
we select 89 pieces of literature published from 2008 to 2022.

From the result, we find acquiring related works on AIM challenging
as it is an interdisciplinary field that requires familiarity with multiple
research areas. The relevant literature is scattered in various publishing
venues in different fields, such as Data Mining (e.g., SIGKDD, ICDM,
CIKM, DKE), Software Engineering (e.g., ICSE, ESEC/FSE, SCC, ASE),
Computer Networks (e.g., SIGCOMM, INFOCOM, NSDI, CNSM, TNSM,
CN), Network and Information Security (e.g., NDSS, IM, NOMS, RAID),
Computer System (e.g., USENIX ATC, FGCS). Therefore, our literature
survey is very valuable for the field. Fig. 4 shows the word cloud of the
publishing venues of the literature about AIM, which directly reflects
the wide distribution of literature.

3.2. AIM architecture

Based on an extensive survey of relevant literature, we summarize
an architecture of AIM (Fig. 5) by classifying existing works and
considering the locations and correlations of these classifications. The
architecture is an extension of Fig. 2. In the architecture, each rectangle
represents a process. This survey focuses on processes within the two
red dashed boxes, which represent critical steps/techniques in AIM.

As mentioned earlier, the monitoring system is mainly responsi-
ble for two tasks, i.e., data collection and anomaly detection. The
data collection process collects various monitoring data that can re-
flect the system’s performance, mainly including metrics, system logs,
and traces. The alert generation process triggers alerts based on the
anomalies detected from these data and specific alerting rules.

Each alert generated by the monitoring system is sent to the alert
management module. Alert management mainly includes three pro-
cesses: alert correlation, alert storm handling, and alert determination
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Fig. 5. Illustration of AIM architecture.

(see Section 4). Alert correlation reduces the volume of alerts to be
analyzed and provides more valuable information for current problems,
as the raw alerts are usually massive and contain miscellaneous infor-
mation. Alert storm handling resolves extreme alert storm problems
when alert correlation techniques are unavailable or do not work well.
Alert determination aims to identify severe alerts for creating incident
tickets, while non-severe alerts are usually ignored.

The incident management module is responsible for tackling in-
cident tickets and resolving problems described in the tickets (see
Section 5). Traditionally, incident management includes three stages,
i.e., incident triage, mitigation, and resolution (Chen et al., 2020a).
Incident triage is to find the accountable expert (group) for each inci-
dent ticket. After an incident is assigned, the corresponding expert first
performs mitigation actions quickly to mitigate the incident. Finally,
the expert explores the root cause and ultimately acts to resolve the
incident based on an in-depth analysis. This process is called inci-
dent resolution. This paper first introduces two building blocks for
automated ticket analysis, named ticket representation and incident
linking. Ticket representation transfers textual tickets into structural
data, while incident linking provides a more informative overview of
current problems to support the three traditional stages. After that,
papers related to the three stages are reviewed respectively.

There are three types of roles in the architecture: service users,
OCEs, and experts. If service users encounter issues when using the
service, user complaints will be sent to the system and become one
of the primary sources of incidents. OCEs, also called system admin-
istrators or operators in some papers, are mainly involved in three
processes: alert determination, incident ticket creation, and incident
triage. Finally, experts, who are also referred to as subject matter
experts (SMEs) (Gupta et al., 2008a) or service engineers, perform quick
mitigation and final resolution of incidents based on in-depth analysis
of the root causes of incidents as well as some prior knowledge and
experience.

3.3. Related surveys

To the best of our knowledge, there is currently no comprehensive
survey on AIM in IT services, especially no study with the same ob-
jective as proposed in this work. The comparison of related surveys is
shown in Table 3. Some surveys (lgorzata Steinder and Sethi, 2004;
Soldani and Brogi, 2022) focus on failure RCA, which is only part of our

survey’s background. Notaro et al. (2021) focus on the AIOps methods
for failure management, divided into failure prevention, online failure
prediction, failure detection, root cause analysis, and remediation. Only
the remediation section covers several works on incident management.
Our survey does not cover various fault management works, mainly
those based on analyzing alerts and tickets. Some surveys (Gonzalez-
Granadillo et al., 2021; Kotenko et al., 2022) focus on security event
management, where the event may go beyond alerts and incidents.
And the network security alerts they focus on are not our focus.
Some surveys (Mirheidari et al.,, 2013; Salah et al., 2013) focus on
alert correlation, which is only one process of alert management.
Paper (Mirheidari et al., 2013) focuses on network security alerts.
Paper (Salah et al., 2013) focuses not only on network security alerts
but also on network management alerts (Costa et al., 2009), which
indicate network performance and reliability and are similar to IT
service alerts. Ab Rahman and Choo (2015) survey information security
incident handling in the cloud, where the incidents differ from the
IT service incidents. Some surveys (Li et al., 2017; Kubiak and Rass,
2018) focus on data-driven techniques in ITSM, which are beyond
AIM. Although they cover some incident management papers, they are
far less than ours. More specifically, paper (Li et al., 2017) classifies
data-driven techniques as multiple tasks, such as log parsing, event
generation, classification, clustering, pattern mining, summarization,
and problem diagnosis. There are only a dozen works in incident
management. Paper (Kubiak and Rass, 2018) surveys ITSM research,
mainly including ticket analysis, online failure prediction methods,
and IT infrastructure event analysis. The ticket analysis section focuses
on ticket classification and only covers about 30 works on incident
management.

In contrast, this work will complement existing surveys by provid-
ing a uniform AIM architecture and the latest progress in this area.
We mainly focus on the AIM works in IT services, where the alerts
and incidents are related to service performance and reliability, not
security. Critically, this survey summarizes a uniform AIM architecture
(Fig. 5) that consists of various processes and can cover most existing
piecemeal solutions. And it classifies and introduces related works
based on the architecture, which is straightforward to understand.
Besides, this survey covers about 30 alert management and 60 incident
management research, as shown in Table 4. It is currently the most
systematic and comprehensive AIM survey in IT services.
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Table 3

Comparison of related surveys.

Journal of Network and Computer Applications 224 (2024) 103842

Category Survey Year Period Basic topic Focus domain Location in this survey
Fault gorzata 2004 1988-2002 - Fault localization - Computer networks - Background
management Steinder and - Alert correlation
8 Sethi (2004)
Notaro et al. 2021 1990-2020 - AIOps methods for - Computing systems - Background
(2021) failure management - Incident management
Soldani and 2022 1992-2021 - Anomaly detection - (Micro) Service-based - Background
Brogi (2022) - Failure RCA cloud applications
Event Gonzalez- 2021 2005-2021 - Security event - Computer networks - Alert management
management Granadillo management
et al. (2021)
Kotenko 2022 2010-2021 - Security event - Computer networks - Alert correlation
et al. (2022) correlation
Alert Mirheidari 2013 2000-2013 - Alert correlation - Computer networks - Alert correlation
management et al. (2013)
Salah et al. 2013 1988-2011 - Alert correlation - Telecommunication - Alert correlation
(2013) networks - Alert determination
Incident Ab Rahman 2015 2009-2014 - Information security - Cloud environments - Incident management
management and Choo incident handling
(2015)
IT service Li et al. 2017 1997-2017 - Data-driven - Computing systems - Incident management
management (2017) techniques in ITSM
Kubiak and 2018 1993-2018 - Data-driven - IT services - Incident management
Rass (2018) techniques in ITSM
Alert and incident This 2022 2008-2022 - Alert and Incident - IT services - Alert management

management

management

- Incident management

3.4. Data source and literature distribution

Due to the privacy of alert and incident data, there are currently
only a few open-source datasets. The DARPA1999° and DARPA2000°
are widely-used datasets for network intrusion detection (Man et al.,
2012; Alhaj et al., 2016). Landauer et al. (2022) provided a dataset'®
for security alert aggregation research. For the IT service system, a
dataset'! is available in the UCI machine learning repository. It records
ticket resolution routing data of an information technology help desk,
spanning from March 2016 to February 2017. But the textual descrip-
tions of tickets are not provided. Therefore, this dataset may only be
used for ticket reassignment research (Schad et al., 2022). Besides, an
alert dataset'? from a large commercial bank is available, where all
sensitive information is anonymized. It includes about 500,000 alert
records and alert pattern templates from experts. Thus this dataset can
be used for research, such as alert classification and correlation (Chen
et al., 2022b). Except for these, almost all alert and incident datasets
of IT service systems are private and unpublished.

For readers to better understand the real management of alerts and
incidents in different organizations, we classify the primary relevant
papers based on data sources divided into IBM, Microsoft, and others.
Moreover, Table 4 classifies each work based on its position in the
AIM architecture shown in Fig. 5. As a fundamental step, incident
representation is common in all incident management processes. Hence,
Table 4 does not list incident representation alone. A paper with novel
incident representation techniques is classified based on the primary
process it focuses on, i.e., incident linking, incident triage, incident
mitigation, incident resolution, and other incident analysis tasks. Fig. 6
further presents the number of analyzed works by year of publication.

8 https://www.ll.mit.edu/r-d/datasets/1999-darpa-intrusion-detection-
evaluation-dataset.
9 https://www.ll.mit.edu/r-d/datasets/2000-darpa-intrusion-detection-
scenario-specific-datasets.
10 https://github.com/ait-aecid/aecid-alert-aggregation.
11 https://archive.ics.uci.edu/ml/datasets/Incident+management+process+
enriched+event+log#.
12 https://zenodo.org/record/5336985.

4. Alert management

As shown in Fig. 5, alert management is responsible for identifying
severe alerts from raw alerts generated by the monitoring system for
creating incident tickets. However, the raw alerts are challenging to
analyze due to large numbers, false alerts, etc. In order to solve the
problem of alerts’ large volume, some works correlate raw alerts to
reduce the effort to analyze alerts and provide concise information to
describe current alerting problems. We categorize these works as the
content of alert correlation. Nevertheless, as many service environments
do not apply alert correlation technologies or the technologies do not
always work, extreme situations called alert storms sometimes occur.
So some works focus on handling alert storms. We categorize these
works as the content of alert storm handling. Last but not least, it
is necessary to determine whether alerts are severe and need to be
resolved. Traditionally, these tasks are done manually by OCEs, which
is inefficient. Therefore, some automated methods are proposed. We
categorize these works as the content of alert determination.

4.1. Alert correlation

The number of raw alerts is usually huge, but each alert contains
only a little information that cannot provide an overview of the cur-
rent problems. To tackle this problem, alert correlation techniques are
proposed to alleviate alert analysis pressure and provide more practical
information to describe current issues.

In the intrusion detection system (IDS), two types of works can
effectively reduce the effort of analyzing alerts by integrating alerts,
i.e., alert aggregation and alert correlation. In this context, alert ag-
gregation identifies and clusters different alerts belonging to a specific
attack instance. Alert correlation is to link the alerts from the same
attack process together to rebuild the attack course (Chengpo et al.,
2006). However, current alert indicators in IT services are much more
than the previous intrusion attacks, and there is no clear boundary
between alert aggregation and alert correlation as their goals are the
same. Moreover, similar works are called alert fusion (Zang et al., 2008)
in some literature. For a unified description and understanding, this
paper considers alert aggregation and fusion techniques as the content
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Table 4
Classification of AIM references.
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Reference classification

Data source

IBM

Microsoft

Others

Xu et al. (2017)

Costa et al. (2009),
Man et al. (2012),
Ramaki et al. (2015),
Alhaj et al. (2016),
Fournier-Viger et al.
(2020) and Chen et al.
(2022b)

Li et al. (2022¢)

Yang et al. (2011),
Ahmed et al. (2013),
Charbonnier et al.
(2016), Guo et al.
(2017), Lai et al.
(2017), Hu et al.
(2018), Lin et al.
(2018b), Niyazmand
and Izadi (2019), Xu
et al. (2019), Zhao
et al. (2020a) and
Landauer et al. (2022)

Tang et al. (2013c)

Chen et al. (2019¢) and
Li et al. (2021a)

Jiang et al. (2011),
Zong et al. (2014),
Hassan et al. (2019),
Asres et al. (2020),
Zhao et al. (2020c¢,b)
and Li et al. (2022b)

Gupta et al. (2008a,b,
2009), Jan et al.
(2013), Mani et al.
(2014), Maksai et al.

Alert Alert

management correlation

Section 4 Section 4.1
Alert storm -
handling
Section 4.2
Alert
determination
Section 4.3
Incident
linking

Incident X
Section 5.2

management

Section 5

(2014) and Marcu
et al. (2009)

Chen et al. (2020b)
and Gu et al. (2020)

Lin et al. (2014), Silva
et al. (2018), Xu et al.
(2020) and Chen et al.
(2021)

Incident triage

Automated

Shao et al. (2008a,b),
Khan et al. (2009),
Miao et al. (2010), Sun
et al. (2010), Agarwal
et al. (2012), Miao

et al. (2012), Dasgupta
et al. (2014), Sun et al.
(2014), Zeng et al.
(2014), Botezatu et al.
(2015) and Zeng et al.

Chen et al. (2019a,b)
and Wang et al. (2021)

Motahari-Nezhad and
Bartolini (2011),
Palshikar et al. (2011),
Xu and He (2018), Xu
et al. (2018a) and Han
and Sun (2020)

Diao et al. (2009),
Bogojeska et al. (2013,

Potharaju et al. (2013)

Shimpi et al. (2014)
and Xu et al. (2018b)

Wang et al. (2018b)

Jiang et al. (2020) and
Wu et al. (2012)

Deb et al. (2017)

Tang et al. (2013a),
Zhou et al. (2015a,b,

Section 5.3 triage method
Section 5.3.1
(2017)
Auxiliary
method
Section 5.3.2 2014)
Incident
mitigation
Section 5.4
Incident
resolution
Section 5.5

2016), Aggarwal et al.
(2016), Wang et al.
(2017) and Zhou et al.
(2017)

Kang et al. (2010)

Other works
Section 5.6

Branch et al. (2014),
Giurgiu et al. (2014)
and Xu et al. (2016)

Lou et al. (2013, 2017),
Chen et al. (2020a,c),
Shetty et al. (2021) and
Shetty et al. (2022)

of alert correlation since they all correlate related alerts together based
on certain aspects. Alert correlation has been widely surveyed in the
IDS-related fields (Sadoddin and Ghorbani, 2006; Mirheidari et al.,
2013; Kotenko et al., 2022) and some other fields (Salah et al., 2013).
We introduce some typical alert correlation works that may fit IT
service alerts to help understand the field from the perspective of
correlation features that they used.

4.1.1. Attribute-based methods

Attribute-based methods correlate alerts based on the similarity
of alert attributes. Alerts usually have various attributes (e.g., Ta-
ble 1). They may be very different depending on their environments
(e.g., IT services, networks, industrial systems) and their customized
alert formats. Some attributes may be irrelevant or redundant and
even have adverse effects. Filtering out these attributes can improve
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Fig. 6. Number of publications related to AIM surveyed in this paper by year of publication.

computational efficiency and analysis accuracy. Therefore, feature se-
lection is often one basic and important step in many alert analysis
works. Traditional feature selection is usually made manually based
on knowledge and experience, which may not be accurate enough.
A further approach is to use feature engineering (Kuhn and Johnson,
2019) for this task (Asres et al., 2020). Moreover, Alhaj et al. (2016)
proposed a 2-tier feature selection method for improving attribute-
based alert correlation, which automatically selects appropriate and
significant features using Information Gain.

Attribute-based methods are most commonly used for the network
(security) alert correlation because alerts with the same source IP
address, target IP address, port, etc., are significantly related. For ex-
ample, a probabilistic strategy (Valdes and Skinner, 2001) is presented
to correlate alerts based on the similarity of their overlapping attributes
without considering their unique attributes. Besides, Man et al. (2012)
proposed a clustering algorithm that iteratively calculates the average
value of classes as the new clustering center based on random selection,
merging, and dividing dynamically.

For the correlation of service alerts, Lin et al. (2014) proposed a
hierarchical clustering method to correlate alerts based on the text.
Specifically, it first represents each alert as a bag of words and creates a
distance matrix based on natural language processing (NLP) techniques,
and uses the Jaccard distance metric to compare any two alerts. Then,
alerts are clustered based on the distance matrix using a graph-theoretic
approach which uses connected component detection to generate initial
clusters before applying the graph-cut algorithm to further refine the
clusters. But a purely attribute-based method tends to be less effective
because correlating the alerts of the same service, device, etc., is too
rudimentary. Besides, correlating alerts based on other attributes, such
as the alert key, lacks reasonable explanations, as the alerts of similar
indicators in different services or components are not necessarily re-
lated. Therefore, few studies correlate service alerts only based on the
similarity of service alert attributes.

4.1.2. Dependency-based methods

Dependency-based methods mainly use various known or learned
dependencies among alerts to correlate them. Early solutions use prede-
fined static rules to correlate alerts, where the rules are mainly gained
from experience and knowledge. Further, some works (e.g., Mannila
and Toivonen (1996)) try to mine frequent sequence patterns from alert
sequences, which can be used as correlation rules to correlate alerts. But
these rules are pre-learned or predefined and cannot adapt to changes
in the environment, which are not intelligent enough. Therefore, Costa
et al. (2009) proposed a smart and adaptive alert correlation architec-
ture, which uses a rule discovery approach to generate the rules based
on alerts and incident tickets. In particular, the approach is independent
of the network topology and uses incident ticket information to get
feedback from the correlation results based on an association rule
algorithm.

However, in modern large-scale service systems, service compo-
nents are numerous and have complex dependencies. A failure of
one component may cause a series of alerts. The huge alert number
challenges sequence mining methods. Therefore, some works correlate
alerts based on the dependencies between components or indicators
instead of alert sequences. The core of these works is to find the de-
pendencies. Thus some dependency learning methods in Section 2.3.1
can be used to achieve this goal. Then the alerts can be correlated
based on the dependencies. Besides, some statistical approaches are
adopted to learn the dependencies of alerts, such as Pearson correlation
coefficient (Mahimkar et al., 2009) and Granger causality (Yin and
Yao, 2016). But Pearson correlation coefficient cannot discover the
non-linear or non-functional relationships amongst alerts, and Granger
causality assumes the lags between two alerts are stable, which does
not always hold in IT service alerts. Considering the Maximal Infor-
mation Coefficient (MIC) (Reshef et al., 2011) is adequate to measure
the strength of the association between two variables, Xu et al.
(2017) proposed a MIC-based correlation algorithm to group alerts
into a higher-level and more-informative aggregated alert. In addi-
tion, Fournier-Viger et al. (2020) used the network topology to find
dependencies among network alerts. Specifically, they modeled a real-
life telecommunication network as a dynamic attributed graph and
proposed a correlation measure to extract correlation patterns. Ramaki
et al. (2015) used Bayesian networks to construct the dependencies
between alerts and correlated alerts.

4.1.3. Hybrid methods

Hybrid methods attempt to correlate alerts using both their at-
tributes and their dependencies. Deep learning provides the feasibility
of integrating the semantic information contained in alert attributes
and the dependencies between alerts. Chen et al. (2022b) proposed
a supervised framework, OAS (Online Alert Summarizing), to automat-
ically correlate alerts online. OAS contains four main components, ASR
(Alert Semantics Representation), ABR (Alert Behavior Representation),
ACT (Alert CorrelaTion), and online summarizing. OAS first respec-
tively learns two types of alert information, i.e., semantic information
and behavior information, based on two deep learning models, i.e., ASR
and ABR. ASR integrates the contextual information of alert words ac-
cording to their importance. ABR mines the common behavior pattern
between alerts from the alert occurrence series. Then, OAS adopts the
deep learning model ACT to combine the above two information and
determine the correlation between alerts. Online summarizing adopts
these trained models to summarize the newly reported alert online by a
time window. More specifically, in the online stage, for a new alert and
any previous alert in a time window, OAS can represent their semantic
information and behavior information by ASR and ABR and obtain the
correlation degree between the two alerts based on ACT. Thus the most
correlated alert to the new one can be found. Then, add the new one
into the incident (set) of its most correlated alert. Otherwise, form a
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new set for the new alert. Such a strategy avoids modifying previous
alerts and ensures that each alert is processed only once in the online
summarizing stage.

4.1.4. Summary

Alert correlation techniques mainly have two application scenarios.
One is correlating real-time alerts to provide intuitive and effective
information reflecting current problems. Another is correlating cur-
rent alerts with similar historical alerts for using historical handing
information to analyze current issues. As mentioned earlier, attribute-
based methods combine multiple attributes to correlate alerts, which
can uncover associations that are challenging to find with dependent-
based methods. These methods can work for both two scenarios. How-
ever, the interpretability of these methods is lacking. In contrast, the
dependency-based methods are more interpretable as they correlate
alerts using the dependency relationships of alerts or their components
and indicators. Moreover, the dependencies can provide engineers with
more intuitive and practical information to analyze current problems.
But dependency-based methods mainly work for the first scenario as
they cannot correlate similar alerts. Hybrid methods combine alert
attributes and dependencies. Thus they should be more effective, fitting
both two scenarios. But they usually require large and comprehensive
labeled data, which are challenging to obtain.

4.2. Alert storm handling

In real-world ITSM, the alert number sometimes far exceeds what
engineers can handle. Such an extreme situation is called the alert storm.
As a real and ubiquitous phenomenon in the IT service environment,
the alert storm has become one major pain point in the current alert
management.

Why do alert storms occur? The alert storm occurs mainly due to
the large scale and complexity of the service system (e.g., Fig. 1). On
the one hand, the failures of common components used by multiple
services cause these services to be affected and many alerts generated.
On the other hand, the propagation of failures between related compo-
nents further exacerbates the generation of alerts. Intuitively, the alert
correlation can effectively handle alert storms by correlating relevant
alerts to reduce the analysis effort. However, since the alert correlation
methods are not used in some service environments, or the actual
effectiveness of these methods is not ideal, alert storms still occur.

4.2.1. Industrial system alert storm

In industrial systems, a phenomenon similar to the service alert
storm is called alert flood (Wang et al., 2015), in which the alerts ex-
ceed what operators can handle adequately. Some previous standards,
such as ISA 18.2 (International Society of Automation (ISA), 2009) and
EEMUA 191 (Equipment and Association, 1999), suggest identifying
the alert flood when the alerting rate is higher than ten alerts per
10 min per operator (Ahmed et al., 2013; Lai et al., 2017). Although
the alert number of the alert flood is far less than that of the service
alert storm (Zhao et al., 2020a), the methods of handling alert floods
may be exploited for service alert storms.

Most works on handling alert floods analyze alert sequences to find
the typical patterns and get valuable information. Ahmed et al. (2013)
proposed a pattern matching algorithm based on dynamic time warping
(DTW) to measure the similarity between two alert sequences. Char-
bonnier et al. (2016) proposed a method to extract fault templates from
alert lists recorded during different faults. Alert lists of the same fault
are condensed into a weighted sequential fault template to represent
the fault with a unique alert sequence. Combining the templates with a
weighted similarity measure can propose possible faults for alert floods.
Guo et al. (2017) proposed a match-based accelerated alignment (MAA)
method to assess the similarity of alert sequences with good robustness.
Lai et al. (2017) proposed an algorithm to match an online alert se-
quence with a pattern database and calculate similarity, incorporating
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some technologies to improve effectiveness and efficiency. Niyazmand
and Izadi (2019) proposed a modified PrefixSpan algorithm to identify
and categorize sequence patterns in alert floods. This algorithm was
claimed to work more efficiently than clustering methods of pattern
recognition. Furthermore, Hu et al. (2018) studied the frequent alert
patterns to facilitate the configuration of dynamic alert suppression,
which is a commonly used technique to reduce the alerts for analysis by
temporally suppressing some irrelevant or unimportant alerts. Xu et al.
(2019) proposed a method to predict upcoming alerts for a current alert
sequence by exploiting similar historical alert flood sequences based on
a Bayesian estimator.

4.2.2. Network alert storm

In a network alert management system in about 2011, Yang et al.
(2011) found that memory depletion of the system is not caused by a
high alert arrival rate but by excessive system process delays. When
the system is required to maintain a state of alerts, it needs to keep
some alert information describing ongoing transactions of these alerts
for a certain period. In such a case, all memory may be occupied and
unable to process new alerts. They explored an approach to managing
the network alert storm by calculating inter-process latency, which
is the time alerts spend waiting to be handled, based on dynamic
states of alerts and behaviors of system performance. It provides QOS
trending projection functionality of inter-process latency to manage
CPU and memory capacity and to trigger the control mechanism to
protect system resources. However, system resources are usually not the
bottleneck in the current alert management system. The main challenge
is that operators cannot identify real issues that need to be addressed
from the alert storm.

For network security alert storms, Landauer et al. (2022) presented
a framework for automatic and domain-independent alert aggregation,
which does not need specific alert formats. The approach mainly con-
sists of rule-based algorithms that group alerts by occurrence times,
cluster these groups by similarity, and extract commonalities to model
meta-alerts without merging all considered alerts into a single common
format. Based on these metrics and techniques, they proposed an
incremental procedure for generating abstract alert patterns that enable
continuous classification of incoming alerts. As a result, the approach
transforms alerts generated by IDS into higher-level meta-alerts that
represent specific attack patterns. Some strategies of this framework
can also be applied to IT service alert storms.

4.2.3. Service alert storm

For IT service systems, the alerts have richer content shown in
Table 1. Therefore, the alert content deserves to be analyzed instead
of only the alert sequence. To better understand and solve the alert
storm problem, Zhao et al. (2020a) conducted the first empirical study
of the IT service alert storm based on large-scale real-world alert data.
The results show that some alerts in the alert storm are irrelevant to the
failure, and many alerts relevant to the failure have some correlations,
i.e., textual and topological correlations. Based on these findings, they
proposed an alert storm detection method to identify the alert storm
accurately and an alert storm summary method to recommend a small
set of representative alerts to engineers for failure diagnosis. More
specifically, they leveraged Extremely Value Theory (EVT) (Siffer et al.,
2017) to detect alert storms adaptively and accomplished a three-step
alert storm summary method.

In addition, Li et al. (2022c) proposed a strategy for resolving
alert storms (called flooding incidents in their paper). Considering the
incidents here are homogeneous with alerts, the strategy can also be
regarded as handling alert storms. The strategy includes two aspects:
(1) provide a global incident view by linking related incidents; (2)
prioritize high-impact incidents out of all incidents. More specifically,
they correlate incidents using their proposed methods (LiDAR (Chen
et al.,, 2020b) and COT (Wang et al., 2021)). LiDAR leverages both
textual information and components inter-dependency information to
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calculate the linking probability of two incidents. COT further corre-
lates and clusters a set of related incidents among services. Then, they
use their proposed deep learning method DeeplP (Chen et al., 2020a)
to prioritize incidents with three inputs: incident description, key terms
(such as API names), and runtime environment information (such as
incident-occurring device).

4.3. Alert determination

In many IT service systems, especially business-sensitive services
(such as digital banking), the monitoring systems report all suspicious
alerts that may affect the systems’ normal operations to avoid miss-
ing potential incidents. This way causes reporting many false alerts
or low-priority alerts that cost much effort to handle. Even if some
organizations optimize the alerting rules as much as possible, false
alerts and missed alerts still abound. Alert determination is to identify
real alerts or problems that need to be ticketed for subsequent handling
from many alerts. Traditionally, the alert determination is manually
done by OCEs. Unfortunately, manual analysis leads to low efficiency.
Sometimes the alerts even exceed what OCEs can properly investi-
gate (Hassan et al., 2019). Therefore, some automated methods were
proposed to improve the efficiency and effectiveness of the manual
way. These methods can be divided into three types: alert distinguishing,
which determines whether an alert is real; severe alert identification,
which discovers a few critical alerts from many alerts; and alert-based
incident identification, which identifies incidents from a group of alerts.

4.3.1. Alert distinguishing

Alert distinguishing methods identify the authenticity of each alert.
Tang et al. (2013c) proposed an alert predictor to assign each alert
a label (real or false), built on a set of predictive rules automatically
generated by a rule-based learning algorithm (Srikant and Agrawal,
1996) based on historical alerts. Hassan et al. (2019) presented an
automated method that uses historical and contextual information of
alerts to distinguish them. Specifically, it generates alert causal depen-
dency graphs and assigns an anomaly score to each edge based on the
historical occurring frequency. Then, it uses a network diffusion algo-
rithm to propagate anomaly scores in dependency graphs and generates
aggregate anomaly scores for each alert. At last, it uses these scores to
classify alerts as real or false. Li et al. (2022b) proposed a method of
combining machine learning and deep learning to detect false alerts.
They first performed feature engineering to select alert attributes by
manually viewing data content and distribution. They removed the
meaningless attributes (e.g., alert id) and the attributes with too many
missing values. While training, they used the deep neural network
(DNN) hidden layer output features to train the machine learning
model. They found that deep learning can improve the classification
effect of traditional machine learning models through experiments and
recommended using the features of DNN hidden layer output to train
traditional machine learning models for false alert detection.

4.3.2. Severe alert identification

Severe alerts refer to the critical alerts that really affect the system’s
normal operation in a large set of alerts. Therefore, it is crucial to
identify severe alerts to effectively reduce the alerts to be analyzed and
processed.

Most related works use ranking-based methods. Jiang et al. (2011)
proposed a simple alert ranking strategy based on the linear rela-
tionships between alert thresholds. Specifically, they used invariant
networks to map the local thresholds of various rules to equivalent
values in the global context to rank the alerts. However, the assumption
of a linear relationship between two KPIs may not always hold in
reality. Lin et al. (2018b) proposed CAR, a collaborative alert rank-
ing framework that exploits both temporal and content correlations
from heterogeneous categorical alerts. Zhao et al. (2020c) proposed
AlertRank, a ranking-based framework for identifying severe alerts
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automatically and adaptively. Specifically, AlertRank extracts a set
of powerful and interpretable features to characterize the severities
of alerts. Then, AlertRank adopts the popular XGBoost ranking algo-
rithm (Chen and Guestrin, 2016) to identify the severe alerts from all
incoming alerts based on the aforementioned features.

In addition, Zong et al. (2014) proposed a scalable critical alert
mining framework to find a set of k critical alerts such that the number
of alerts potentially triggered by them is maximized. Based on this idea,
a series of methods were proposed or applied to solve this problem
and improve the scalability and performance of the framework, such
as existing Granger causality analysis tools (Seth, 2010) to mine the
dependency rules of alerts and conditional probabilities to estimate the
uncertainty of the rules (Kim and Brown, 2010).

4.3.3. Alert-based incident identification

Different from previously mentioned methods of analyzing a single
alert to determine its authenticity or to identify its severity, alert-based
incident identification directly identifies incidents from a great number
of alerts to create tickets.

Asres et al. (2020) proposed a supervised ticket prediction sys-
tem. The system uses a sliding time window and feature engineering
for feature extraction from related history alert streams and uses bi-
nary classifiers using a gradient boosted decision tree algorithm for
modeling.

Chen et al. (2019¢) developed AirAlert to forecast incidents. It
works as a global watcher for the entire cloud system, collects all alerts,
detects dependency among alerts, and proactively predicts incidents.
More specifically, it analyzes the relationships between incidents and
alerts leveraging Bayesian network and predicts incidents using XG-
Boost. Li et al. (2021a) further proposed Warden to automatically
detect incidents based on alerts. They train an inference model based on
historic failure patterns. Upon detecting potential incidents, Warden ex-
tracts a set of representative alerts to notify relevant OCEs. Experiment
results show that Warden is more effective than AirAlert.

Zhao et al. (2020b) proposed eWarn, an interpretable approach
to predict incidents based on alerts within a particular time horizon.
EWarn extracts a set of features to represent omen alert patterns via
feature engineering. And it incorporates multi-instance learning (Car-
bonneau et al., 2018) to reduce the influence of noisy alerts irrelevant
to the occurring incidents. Moreover, it utilizes LIME (Ribeiro et al.,
2016), an explanation technique, to generate a report for engineers to
interpret the prediction result in a visualization manner.

4.3.4. Summary

Alert distinguishing provides an intuitive prediction for the au-
thenticity of each alert so that only the alerts identified as real ones
need to be further handled. However, many alerts may be identified
as real, affecting the efficiency of subsequent handling. Severe alert
identification sorts the severity of alerts to identify severe alerts, which
can provide more detailed information to help experts choose which
alerts to handle first. But a few individual alerts hardly provides an
overview of the current incident. Alert-based incident identification
directly extracts incidents from many alerts, which seems most efficient
but may ignore some critical alert information.

5. Incident management

As shown in Fig. 5, incident management mainly includes five
processes: incident representation, incident linking, incident triage,
incident mitigation, and incident resolution. In order to accomplish
incident management intelligently, the first is to represent incident
tickets in a numeric form that the machine can utilize. So we will
first introduce typical ticket text representation methods for auto-
mated analysis and then introduce the research works on different IcM
processes.
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5.1. Incident representation

Representing the incident ticket text as a numeric form that subse-
quent methods can use is the basis of the automated analysis. Ticket
representation typically starts from textual featurization, in which the
ticket content is divided into features (Diao et al., 2009). The typical
way represents the ticket text as a bag of words divided based on
space or symbols. Then, these words are transformed into a vector
space model for subsequent analysis. However, the raw text of tickets
is challenging to use. Correspondingly, some methods are used to solve
existing challenges. The main challenges and solutions are as follows.

» The descriptive text manually recorded may have many vari-
ations. First, spelling errors are common and unavoidable. So
some spelling correction techniques (Hladek et al., 2020) can be
used. Second, a word may have different forms (e.g., different
tenses and voices, singular and plural). Hence, some stemming
techniques (Moral et al., 2014; Singh and Gupta, 2017) can be
applied, such as Porter’s algorithm (Porter, 1980), which is one
of the most classic stemming techniques. Third, some synonyms
and compound terms may affect analysis results. Hence, syn-
onym detection and compound term processing techniques can
be used (Shimpi et al., 2014; Yu, 2008).

The words on tickets have different parts of speech. Building Part-
Of-Speech (POS) tags for the words is important for text analysis.
To solve this challenge, some NLP methods, such as Stanford
POS Tagger (Toutanova et al., 2003; Toutanova and Manning,
2000), are used to identify the nouns, verbs, etc., in the ticket
text (Agarwal et al., 2012; Wang et al., 2017).

Some words are meaningless and even adversely affect the subse-
quent analysis. These words are regarded as stopwords. Filtering
out stopwords is essential. Many works manually define stop-
words based on domain knowledge. For example, Shimpi et al.
(2014) prepared an exclude list that contains some useless words
to remove. Furthermore, some works use automated methods to
find stopwords. For instance, Lin et al. (2014) thought the most
frequently occurring words in ticket texts were more likely to be
meaningless stopwords. They sorted all words in descending order
of total count and chose the top k words as stopwords.

In addition, Tang et al. (2013a) proposed a representation method
for monitoring tickets based on attribute-based features, including
categorical features (e.g., hostname, process name), numeric features
(e.g., CPU utilization, disk free space percentage), and textual features
(e.g., incident description). Zhou et al. (2015b) and Zhou et al.
(2016) found that using semantic features to represent monitoring
tickets was better than using attribute-level features. They proposed
a feature extraction approach to represent ticket information using
topic-level features obtained via the Latent Dirichlet Allocation (LDA)
model (Blei et al., 2003). Considering that phrases contain richer and
more practical information for problem analysis than words do, Wang
et al. (2017) proposed a domain-specific approach for extracting useful
phrases (e.g., “available disk space” and “backup client connection”) to
represent tickets. Specifically, the data compression algorithm Lempel—-
Ziv—-Welch (LZW) (Welch, 1984) is used to extract hot phrases. Then,
the Aho-Corasick (AC) algorithm (Aho and Corasick, 1975) is used
to locate all occurrences of phrases for finding similar problems in
historical tickets to solve the current problem.

Recently, deep learning methods have been widely used in ticket
text representation. A study Chen et al. (2019b) suggested that many
special terms (e.g., API names and component names) are helpful in
conducting incident triage. However, traditional text encoding methods
either ignore these special terms or treat them as “unknown words”
uniformly (Joulin et al., 2016). Moreover, traditional text encoding
methods cannot properly encode special terms due to their low fre-
quency. Therefore, Chen et al. (2019b) adopted a Convolutional Neural
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Network (CNN) based neural-language model (Johnson and Zhang,
2017) to perform domain-specific text encoding.

In addition, Gu et al. (2020) employed an advanced pre-trained
natural language model (BERT (Devlin et al., 2018)) to extract word-
level features from manual tickets and used a neural network with one
hidden layer to generate the word representations of the monitoring
tickets. Chen et al. (2020b) proposed a three-stage textual repre-
sentation method that includes word-level embedding, deep feature
mapping, and semantic comprehension. Chen et al. (2021) proposed
a method based on graph representation learning, which learns an
embedding vector for different types of incidents. Such representation
encodes not only the temporal locality of incidents but also their
topological relationship. Furthermore, Deep Structured Semantic Model
(DSSM) (Huang et al., 2013) and its variations (e.g., Dai et al. (2018),
Gao et al. (2014) and Elkahky et al. (2015)) can generate hidden repre-
sentations for two inputs and compute the relevance score (e.g., cosine
similarity) between them for text matching.

5.2. Incident linking

Incident linking (also called incident correlation or incident aggre-
gation) refers to linking an incident with related incidents or other
items. The linking results can provide OCEs and experts with more in-
tuitive information to help them dispatch tickets and analyze incidents.
Correspondingly, some methods have been proposed. As monitoring
tickets are homogeneous with alerts, thus the methods to correlate
alerts (Section 4.1) can be used for linking monitoring tickets. Besides,
the methods focusing on incident linking can be divided into three
categories (see Table 5).

5.2.1. CMDB-based methods

The configuration management database (CMDB) provides the re-
lations among configuration items (CIs). Some works focus on recog-
nizing the CIs from tickets to further link tickets based on the CMDB.
For example, Gupta et al. (2008a,b) proposed a method for link-
ing incidents described in manual tickets with CIs, using information
integration techniques and machine learning. The method can fur-
ther identify failure components by efficiently browsing relationships
among ClIs. Moreover, they Gupta et al. (2009) presented an approach
to link multi-dimensional knowledge (e.g., configuration data, system
vital data, log data, and tickets). More specifically, it can achieve
automated ticket classification, automated association of resources with
tickets based on integration with CMDB, and collection of system vitals
relevant to the ticket through integration with monitoring systems.
Marcu et al. (2009) presented a step-wise method to correlate manual
tickets with monitoring tickets by leveraging insights from service
definition and description of the deployed infrastructure in CMDB. In
this method, service categorization is augmented with service/resource
similarity to facilitate the selection of resources that demonstrate the
correlation between tickets. Jan et al. (2013) presented a statistical
learning method called Conditional Random Field (CRF) to automat-
ically identify server names in free-text tickets. With server names,
various information can be integrated by extending CMDB and linking
together all the information pertaining to the server.

5.2.2. Clustering-based methods

These methods use clustering techniques to link incidents. Consid-
ering the difference between monitoring tickets and manual tickets,
Lin et al. (2014) proposed two distinct frameworks with different
graph-theoretic approaches to cluster the two kinds of tickets, re-
spectively. Specifically, the Jaccard distance metric and a top-down
clustering approach using connected component detection and graph-
cut are applied to cluster semi-structured text in monitoring tickets.
As for manual tickets, an approach based on matrix factorization and
KD-tree is proposed to cluster unstructured text. Mani et al. (2014)
employed a latent semantic indexing based technique to cluster large



Q. Yu et al.

Table 5
Summary of references about incident linking.
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Category Reference Linking item Main technique
Monitoring ticket Manual ticket CI Other
Gupta et al. (2008a) and Vv \/ Knowledge Engineering & Information retrieval
CMDB-based Gupta et al. (2008b)
method Gupta et al. (2009) v v v v Knowledge Engineering & Information retrieval
Marcu et al. (2009) \/ v Step-wise correlation
Jan et al. (2013) v v Conditional Random Field
Lin et al. (2014) v v Hierarchical clustering
Mani 1. (201 i i i
Clustering-based ani et a (2014) Vv Vv Cl'ustenn'g & Clustef mergmg.techmqu.e
method Maksai et al. (2014) \/ Hierarchical clustering & Active learning
Silva et al. (2018) \/ Hierarchical clustering
Chen et al. (2021) \/ Graph representation learning
. X Xu et al. (2020) \/ \/ Multi-view similarity measure
Supervised learning .
based method Chen et al. (2020b) v v Deep learning
Gu et al. (2020) Vv Vv Transfer learning

non-regular unstructured text and a hierarchical n-gram based tech-
nique to cluster short snippets of semi-structured text. They further
developed a cluster merging technique to merge the results from the
two complementary algorithms. Maksai et al. (2014) devised a two-
stage technique to classify incident tickets. In the first stage, tickets are
grouped using hierarchical clustering, and each cluster is labeled using
appropriately chosen sample tickets. In the second stage, the ticket
classification for each ticket class is refined by either another round of
hierarchical clustering or active learning. Silva et al. (2018) provided
a hierarchical clustering approach to identify similar incidents, based
on the relationship that similar incidents may share the same set of
events. The distance between different incidents is calculated based
on the proportion of same events, and then clustering is performed.
However, this relationship may not be satisfied in other environments.
Chen et al. (2021) proposed GRLIA, an incident aggregation framework
based on graph representation learning. GRLIA comprises two incident
linking methods. In the offline analysis phase, the first method links the
incidents that may be triggered by each individual failure based on a
well-known community detection algorithm called Louvain algorithm.
Then an embedding vector is learned for different types of incidents by
leveraging existing graph representation learning models. In the online
incident linking phase, the second method employs the learned incident
representation to link incidents by considering their cosine similarity
and topological distance.

5.2.3. Supervised learning based methods

These methods use supervised learning methods to link incidents.
Xu et al. (2020) proposed a multi-view similarity measure framework
to integrate several kinds of existing similarity measures, including
surface matching based, semantic-based, and syntax-based measures.
A supervised method is used to determine the similarity threshold
score for each measure. In particular, they used a machine learning
based policy to integrate various similarity measures in a more gen-
eral way, which makes the framework flexible and extensible. Chen
et al. (2020b) proposed a deep learning based approach LiDAR, which
incorporates the textual description of incidents and structural infor-
mation of component dependencies extracted from historically linked
incidents. Gu et al. (2020) conducted an empirical study on Microsoft’s
production cloud service systems and found about 77.70% of the system
(monitoring) incidents that affect customers can be detected before
any customer reports them. They proposed LinkCM, a transfer learning
based approach, to automatically link manual tickets with monitoring
ones to improve the triage efficiency.

5.3. Incident triage
Incident triage is to find a suitable expert (group) for an incident

ticket to solve it. Traditionally, OCEs manually finish this task, re-
quiring specific domain knowledge to identify where the problem lies,
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e.g., database, storage, and network. However, it is challenging for
OCEs to master various domain knowledge. Furthermore, IT services’
large scale and complexity increase the challenge as needing many
expert groups responsible for different system components. So the
manual way is usually inefficient, costing much time and human effort.
Therefore, some automated methods have been proposed to improve
efficiency and effectiveness from two perspectives, i.e., automating
ticket triage and providing auxiliary information to OCEs to help triage.

5.3.1. Automated triage methods

The goal of automated triage is to automatically find the correct
experts for tickets. Ticket triage can also be regarded as one content
of expert recommendation, which is also known as expert finding,
expert retrieval, or expert search. However, expert recommendation
far exceeds the field of ticket triage, and there are many related
works (Nikzad-Khasmakhi et al., 2019; Lin et al., 2017; Yuan et al.,
2020). Correspondingly, this section introduces only the works on the
ticket triage field. We summarize various related works based on the
features they use (see Table 6).

Content-based Methods. The content-based methods deal with
ticket triage only using the text information of tickets, considering
historical tickets contain associations between experts and ticket de-
scriptions. Most of these works Agarwal et al. (2012), Dasgupta et al.
(2014) and Zeng et al. (2014) consider ticket triage as a text classifi-
cation problem. Godbole and Roy (2008) and Agarwal et al. (2012)
suggested the Support Vector Machine (SVM) (Joachims, 1998) to
be generally superior to some other technologies, such as decision
trees, Bayesian networks, and K-means, in this field. Accordingly, SVM
became a widely used classifier for ticket triage. Agarwal et al. (2012)
used two attributes (i.e., description and resolution group) of historical
manual tickets to train a classifier for resolution groups based on the
combination of SVM and a discriminative term based approach. Then
the classifier can predict the most appropriate resolution group for a
new ticket. Dasgupta et al. (2014) presented an approach that com-
prised a correlation model and a classification model. The former model
correlates different data sources (alerts and manual tickets) to obtain
a richer text based on multiple parameters and domain information.
The latter model classifies the tickets based on the SVM method with
a Radial Basis Function (RBF) Kernel.

Furthermore, Zeng et al. (2014) regarded ticket triage as a hierarchi-
cal classification problem where an instance can be labeled with nodes
belonging to more than one path or a path without ending on a leaf in
the hierarchy. They proposed a hierarchical multi-label classification
method with a contextual hierarchy loss function that classifies the
monitoring tickets using Bayesian decision theory.

Sequence-based Methods. Content-based methods usually focus
on one-time assignments for tickets but do not consider continuous
routing. However, in practice, tickets may not be directly assigned to
the right groups for the first time. An empirical study (Chen et al.,
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Table 6
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Summary of references about automated ticket triage based on their categories, the applicable tasks, the ticket types, main techniques, and the main features used (C = Content,

S = Sequence, EA = Expert Ability, O = Other).

Category Reference Applicable task Ticket type Main technique Main feature used
Assign Reassign Monitor Manual C S EA o
Content-based z\zgoa 1r;\;a] et al. \/ \/ SVM \/
Method
Dasgupta et al. v v v SVM v
(2014)
Zeng et al. v v Hierarchical classification v
(2014)
Sequence-based (S;Oagsit e;l. v v v Markov model v
Method A
Miao et al. v/ YV YV Generative model v
(2012)
Sun et al. Vv v v Generative model Vv
(2014)
Sun et al. v v Vv Sequence mining v v
(2010)
Motahari- v v Information retrieval v v
Nezhad and
Bartolini
(2011)
Khan et al. v Vv v Generative model v Vv Vv
(2009)
Miao et al. v v Generative model v v Vv
(2010)
Palshikar et al. v v Statistics-based algorithm v v
Hybrid method (2011)
Botezatu et al. v YV Multi-view clustering v v
(2015)
Zeng et al. YV Y/ Hierarchical classification v v
(2017)
Xu and He v v v Generative model v Vv Vv
(2018)
Xu et al. v v v v Generative model v v v
(2018a)
Han and Sun v v v DNN v v
(2020)
Chen et al. v v v GRU v v
(2019b)
Wang et al. YV Y/ Y/ SVM & decision tree v v
(2021)

2019a) about incident triage conducted on 20 large-scale online ser-
vice systems in Microsoft showed that incorrect assignments occurred
frequently, and many incidents were reassigned at least once.

One-time assignment methods can also be used for reassignments by
repeatedly executing them and selecting the next best item. However,
the items selected by these methods often have strong similarities due
to these methods’ mechanisms. In practice, the group that can resolve
an incident may be very different from the current group, such as the
database group and network group. Therefore, one-time assignment
methods are not the best for reassignments.

Due to the service system’s large scale and complexity, an incident
ticket’s dispatching process may involve multiple expert groups and
form a routing sequence until it reaches the expert who can handle
it. The ticket routing sequence describes a ticket dispatch’s complete
processes, and each process represents one expert’s actions that handle
the incident. Considering the fact that historical routing sequences
provide rich information about the relationship between experts, some
works (Shao et al., 2008b,a; Miao et al., 2012; Sun et al., 2014)
complete ticket reassignments utilizing only the routing information.
The methods are called sequence-based methods.

Shao et al. (2008b,a) developed EasyTicket, a ticket routing rec-
ommendation tool which comprises a Markov model to capture the
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transfer decisions from historical resolution sequences and a search al-
gorithm to generate transfer recommendations without accessing ticket
content. Some other works (Miao et al., 2012; Sun et al., 2014) take
routing sequences as collaborative networks, a particular type of social
network formed by participants who collectively achieve specific goals,
such as fixing software bugs and resolving incidents. Miao et al. (2012)
proposed a network model to simulate real collaborative networks and
a routing model to simulate human collaboration dynamics. This model
can jointly simulate the structure and the ticket routing procedure.
In contrast, Sun et al. (2014) directly inferred the routing models in
real collaborative networks without simulating a collaborative network.
More specifically, they formalized multiple routing patterns into a
generative model to formulate experts’ routing decisions.

Hybrid Methods. Hybrid methods deal with the triage tasks by
utilizing multiple information (e.g., ticket content, routing sequence,
and expert ability). Some works Sun et al. (2010) and Motahari-Nezhad
and Bartolini (2011) suggested hybrid methods were more effective
than methods that use either resolution sequence or ticket content
alone. They intended to improve the methods by using both content
and sequence information. Specifically, Sun et al. (2010) extended
the sequence-only approach in Shao et al. (2008b) by further mining
the description information of tickets and proposed a content-aware se-
quence mining technique to build ticket routing models which can filter
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candidate groups in routing based on ticket content similarity. Motahari
and Bartolini (Motahari-Nezhad and Bartolini, 2011) regarded incident
triage as an information retrieval problem, and they combined informa-
tion retrieval techniques and a process mining technique to recommend
the best next resolution steps and experts.

Some works (Khan et al., 2009; Miao et al., 2010; Palshikar et al.,
2011; Botezatu et al., 2015; Xu and He, 2018; Xu et al., 2018a) combine
expert ability for better ticket triage. Khan et al. (2009) proposed an
automated ticket routing framework, which builds a routing prediction
model using problem domain signatures and ticket routing sequences.
In particular, it first applies supervised learning algorithms to select
a set of potential resolver groups. Then, the experts are chosen based
on their derived efficiency scores. Miao et al. (2010) presented a
generative approach to recommend ticket routing decisions for new
tickets in a network of expert groups, which considers the capability
of expert groups either in resolving the tickets or in transferring the
tickets to a resolver. Palshikar et al. (2011) proposed statistics-based
discovery algorithms to identify experts for monitoring tickets, con-
sidering experts’ efficiency in handling tickets of the specific problem.
As an improvement of the collaborative network based methods (Miao
et al., 2012; Sun et al., 2014; Xu and He, 2018) exploited an expert
collaboration network model combining various information (expert
profiles, problem descriptions, and resolution sequences). Furthermore,
they developed a two-stage expert recommendation algorithm to deter-
mine a resolver for a ticket. In addition, Xu et al. (2018a) proposed
three routing algorithms by mining ticket descriptions and resolution
sequences from the historical resolved tickets. The first algorithm ranks
all expert groups by computing a score between a ticket and a group
profile to recommend an expert group with the highest score. The
second and the third algorithms first assign an initial expert group for a
ticket. Then, the second algorithm routes it to the next group with the
highest transfer score among the neighbors. The third algorithm routes
it to the next group by considering the combination of the group profile
and the transfer profile. As the third one is globally optimized, it should
perform better than the first two.

In contrast to the supervised methods above, Botezatu et al. (2015)
used an unsupervised learning method to handle ticket triage tasks.
More specifically, they first proposed a multi-view clustering method to
cluster the tickets into categories that both reflect the ticketed problems
and are homogeneous in the duration time for an expert to solve them
during an expert’s solving process. Then they devised a data-informed
policy that assigns an incoming ticket to the expert who was the fastest
in resolving it.

In addition, Zeng et al. (2017) improved their method in Zeng et al.
(2014), which regarded ticket triage as a hierarchical classification
problem. Specifically, they proposed a knowledge-guided hierarchi-
cal multi-label classification method to classify the monitoring tickets
by taking the domain expertise into account and integrating it with
hierarchical multi-label classification inference.

Some recent works (Han and Sun, 2020; Chen et al., 2019b) use
deep learning for ticket triage. Han and Sun (2020) proposed Deep-
Routing, a multi-view deep neural network approach, to apply classic
text matching and graph embedding for matching a ticket with the
responsible group. DeepRouting utilizes the neural network models to
automatically extract features from ticket content. Chen et al. (2019b)
pointed out that the significant challenges of ticket reassignment are
how to learn knowledge from incremental discussions and how to
reduce the impact of noise from manual conversations. To solve these
two challenges, they proposed DeepCT, a GRU-based model with a
revised loss function and an attention-based mask strategy. DeepCT
takes the following data as its input: the incident attributes (titles
and summaries), environment information (monitor ID, related devices,
and how the incidents are reported), and the discussions (textual
information written by engineers in an incremental manner).

Furthermore, Wang et al. (2021) focused on the cross-service
incident triage problem in large-scale cloud computing platforms. They
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proposed COT, the first incident triage approach that considers the
global view of service correlations. COT mines the correlations among
services from incident diagnosis data and infers the root cause of
emerging incidents based on machine learning algorithms.

Summary. Content-based methods use ticket text to identify the re-
sponsible expert and focus on the one-time ticket assignment. Sequence-
based methods use routing sequences of tickets to dispatch tickets,
focusing on the ticket reassignment. Hybrid methods are generally
more effective in handling both assignment and reassignment tasks
by combining comprehensive ticket information, such as ticket texts,
routing sequences, and experts’ abilities.

5.3.2. Auxiliary methods for helping with manual triage

Although the IT service industry is shifting from a people-led and
technology-assisted model into a people-assisted and technology-led
model (Meng et al., 2018), it still requires manual participation when
automated methods are unavailable or work bad. Automated triage
methods can automatically identify responsible experts to complete
triage. In addition, some methods do not automatically complete triage
but provide auxiliary information to help OCEs make triage deci-
sions. As mentioned earlier, incident linking (Section 5.2) can provide
OCEs with more intuitive information to help them dispatch tickets.
Moreover, some works named ticket-based problem identification can
automatically identify the problems of tickets based on ticket analysis.
Then OCEs can find responsible experts through identified problems.
The identified problems can also help experts to mitigate and resolve
incidents.

Diao et al. (2009) proposed a rule-based approach for ticket prob-
lem classification, collecting classification rules by crowd-sourcing.
Experts can author rules, as well as socialize and execute rules through
social networking. Potharaju et al. (2013) presented a method to
infer problems, troubleshooting activities, and resolution actions for
network tickets by automatically analyzing ticket texts based on the
combination of statistical NLP, knowledge representation, and ontology
modeling.

Bogojeska et al. (2013) proposed an automated approach to identify
and rank the problematic servers based on server configurations and
incident tickets. Specifically, they utilized a random forest classifier
to predict whether the number of incident tickets for a given server
exceeds a predefined threshold (i.e., the server is problematic) based on
corresponding hardware, OS, and utilization information. In addition,
they Bogojeska et al. (2014) utilized the gradient boosting machine
for automatic server incident classification based on a small manually
labeled subset of numerous incident tickets.

Shimpi et al. (2014) proposed two different algorithms to extract
problems (snippets in the ticket description) from monitoring tickets
and manual tickets, considering their inherent difference in structure
and heterogeneity of text. Specifically, they proposed a clustering-
based technique for monitoring tickets and a keyword discovery based
approach for manual tickets. Then the identified problems can provide
more concise and effective information to help make triage decisions.
Xu et al. (2018b) proposed a ticket classification framework to iden-
tify problem types of monitoring/manual tickets automatically. First,
they developed a ticket partition and signature construction method.
The method integrates the domain knowledge extracted from histor-
ical tickets (e.g., the to-keep words, the to-discard words, and the
synonym library) to improve accuracy and applies a local search strat-
egy to construct ticket groups and signatures simultaneously. Then, a
signature-based ticket classification algorithm was proposed to identify
the problem type of an incoming ticket by finding the group with the
most similar signature. A ticket will be delivered to maintenance teams
for a manual classification when its similarity with the signature of any
group is below a similarity threshold.
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5.4. Incident mitigation

After a ticket is assigned, experts shall mitigate the incident quickly.
Traditionally, experts try different mitigation actions (e.g., reboot the
server, replace the faulty hardware, or expand the hardware capacity)
based on their domain knowledge and analysis. However, manual anal-
ysis and mitigation exploration consume much time and prolong inci-
dent recovery time. Thus, some researchers are committed to speeding
up the mitigation process.

In some organizations, experts record practical mitigation steps
for specific incidents. For example, experts of Microsoft record docu-
ments describing mitigation processes named troubleshooting guides
(TSGs) (Jiang et al., 2020). Jiang et al. (2020) found incidents could
occur repeatedly and TSGs could be reused to facilitate incident miti-
gation. Therefore, they proposed an automated TSG recommendation
approach, DeepRmd, leveraging the textual similarity between inci-
dent description and its corresponding TSG based on deep learning
techniques. Intuitively, some incident linking methods in Section 5.2
can also find the best TSGs for current incidents by linking them with
similar historical incidents.

Furthermore, some works intend to provide automated solutions
for incident mitigation. Wu et al. (2012) proposed NetPilot, a system
to automatically mitigate data center network failures by performing
simple actions, such as deactivating or restarting suspected failure
components. NetPilot circumvents the need for finding the exact root
cause of a failure by taking an intelligent trial-and-error approach.
NetPilot identifies a set of components that are likely to cause a prob-
lem and iteratively takes mitigation actions targeting each one until
the problem is alleviated. The core of NetPilot comprises an impact
estimator that helps prevent overly disruptive mitigation actions and a
failure-specific mitigation planner that minimizes the number of trials.
Wang et al. (2018b) defined and formalized the automation recom-
mendation procedure as a multiarmed bandit problem with dependent
arms. They proposed an intelligent system called AISTAR to achieve
automated mitigation. AISTAR can promptly suggest and execute the
most matched automation, a script prepared for the specific type of
incidents using domain knowledge, mainly based on ticket content
analysis. Deb et al. (2017) presented AESOP, a data-driven intelligent
system to automatically learn policies and rules for triggering remedial
actions for mitigating network service incidents. AESOP combines best
operational practices with multiple measurement data, including vast
numbers of logs capturing the operation actions and high-dimensional
measurement time-series data capturing the conditions as these actions
are performed.

5.5. Incident resolution

After an incident is successfully mitigated, experts need to take
measures to thoroughly resolve the incident. On the one hand, experts
need to find out the root cause of the incident. Related works have been
introduced as background in Section 2.3. On the other hand, similar
incidents could occur repetitively. As a result, the resolutions described
in similar historical tickets can help find out the root cause and resolve
the current incident (Tang et al., 2013a; Zhou et al., 2015b, 2016).

5.5.1. Resolution recommendation

Some incident linking techniques described in Section 5.2 and mit-
igation recommendation techniques in Section 5.4 can help recom-
mend resolutions. In addition, Literature (Li et al., 2017) proposed the
prospect of using recommender system techniques (Adomavicius and
Tuzhilin, 2005) to address this problem. However, most recommender
system techniques, especially those based on user responses, have not
been applied to the resolution recommendation. Next, we will introduce
some practical works on the resolution recommendation.

Tang et al. (2013a) proposed resolution recommendation algorithms
by extending the k-nearest neighbor (KNN) algorithm (Altman, 1992).
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Resolutions of historical tickets with top summary similarity scores
are recommended for new tickets. The similarity scores are calculated
based on Jaccard similarity function after tokenizing each summary
into a bag of words. However, Jaccard similarity has two main prob-
lems. First, it may ignore semantic information on tickets, which is
important for similarity analysis. Second, the ticket summaries and
resolutions may be noisy, especially for manual tickets, so the non-
informative words lead to a low Jaccard similarity score of tickets
with similar resolutions, making Jaccard similarity function inappro-
priate (Wang et al., 2017).

Some works use several techniques to alleviate the first problem by
utilizing semantic information for the similarity measure. Kang et al.
(2010) presented a knowledge-rich similarity measure to automati-
cally discover the most similar historical incidents for a new incident.
This measure incorporates three types of information, i.e., incident
description, expert groups, and incident classification, to improve the
capability of similarity measurement. Moreover, this measure exploits
as much semantic knowledge as possible about various information
contained in previous incidents. Zhou et al. (2015b, 2016) proposed
two approaches to improve the method in Tang et al. (2013a). On the
one hand, considering the resolutions often contain important infor-
mation about incidents, they proposed a feature extraction approach
capable of representing both the descriptions and resolutions using
topic-level features obtained via the LDA model. On the other hand,
considering that the effectiveness of KNN heavily relies on the under-
lying similarity measurement, they improved similarity measurement
using metric learning. Zhou et al. (2015a) found out that vocabu-
laries used in ticket descriptions are changing and shifting over time,
but interesting mappings exist in those vocabularies. Then, they pro-
posed a ticket resolution recommendation approach that accommodates
vocabularies changing or shifting with time, based on a structural
correspondence learning (SCL) domain adaptation algorithm.

The aforementioned methods deal with only semantically similar
words without handling the noise caused by non-informative words. To
address the second problem, Wang et al. (2017) presented a domain-
specific approach to extract useful phrases to improve the resolution
recommendation. The approach is based on ontology modeling that can
enhance the semantic understanding of tickets and de-noise tickets by
filtering non-informative words.

Furthermore, Zhou et al. (2017) developed an integrated frame-
work to recommend resolutions efficiently. Considering the resolution
may be a meaningless description, such as “no action”, the framework
first uses a regression model to quantify the quality of resolutions.
Then, it uses the tickets and their quality scores to train a deep neural
network ranking model, which outputs the matching scores of ticket
summary and resolution pairs. Finally, a resolution with the highest
matching score is recommended.

5.5.2. Action recommendation

As the resolutions are usually verbose and cannot provide specific
actions required for automation, some works recommend brief actions
extracted from resolutions for rapid resolution of incidents.

Wei et al. (2007) proposed a technique to structure tickets for ex-
tracting resolution steps, applying the CRFs supervised learning process
to identify individual units of information in the raw data. However, it
relies on manual annotation of historical data to train a model based
on CRFs. To achieve a more automated system, Aggarwal et al. (2016)
presented ReAct, which can automatically identify a set of actions
and the possible action sequence to resolve the issue mentioned in
the ticket. The framework uses unstructured text analysis on historical
tickets to find the next best actions and uses visualization to help users
choose the most suitable options.

Agarwal et al. (2017) proposed a more intelligent system for au-
tomatic problem analysis and resolution for tickets. The system mainly
includes three processes, i.e., identifying predefined problem classes for
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tickets, mining problem linkages to recent system changes, and recom-
mending resolution actions for resolving problems. More specifically,
firstly, it uses the SVM method with a RBF Kernel to build a classifier to
identify the problem classes of tickets. Secondly, it extracts features that
link problems and changes in the historical data, and builds a machine
learning model using these features, which, given a new problem, can
predict whether and what type of change could have caused it. Finally,
it uses NLP techniques, similarity analysis, and some rules to extract
and recommend resolution actions that have been performed for issues
corresponding to tickets pertaining to the same cause.

5.6. Other works

5.6.1. Empirical studies

In addition to the empirical studies mentioned early, there are some
other empirical studies on incident ticket analysis. Bogojeska et al.
(2014) focused on assessing the impact of hardware and OS currency
on server availability. They conducted the data analysis to inspect the
impact and importance of different server attributes (i.e., hardware
and OS type, hardware age, OS currency, as well as CPU and memory
utilization) on the rates of server failures based on a large set of
incident tickets and server attribute data. Then they summarized the
key conclusions, e.g., the hardware type and age highly impact server
unavailability. These findings can further be used to derive guidelines
for technology refresh decisions of the data center.

Giurgiu et al. (2014) conducted a large-scale study to analyze the
factors affecting the labor effort necessary to solve server incidents. The
factors include various incident features (i.e., the root cause, severity
and complexity of the problem, the assigned support team, and the time
shift when the incident is being resolved) and corresponding server
features (i.e., the machine age and architecture, as well as the OS type
and currency). The results show that the nature of the incidents and
their complexity, the assigned support groups, as well as the underlying
OS type play a major role in how much labor effort is spent on resolving
such tickets.

Lou et al. (2013, 2017) shared their experience on IcM of a large-
scale online service in Microsoft, mainly including using software an-
alytics to solve engineers’ pain points, the developed data-analysis
techniques, and the lessons learned from research development and
technology transfer. They also developed an industrial system based
on a set of data-driven techniques, addressing several significant chal-
lenges in IcM practice, such as large-volume data, complex problem
space, and incomplete domain knowledge.

Some works of Microsoft have analyzed incident characteristics
from various perspectives. Chen et al. (2020a) analyzed incidents from
18 online service systems and found that many incidents are incidental
incidents, which do not matter and do not need to be fixed with
a high priority. Moreover, the incidental incidents are large-volume
and cost much effort. So it is crucial to identify incidental incidents
for IcM effort reduction. Accordingly, they proposed a deep learning
based approach to prioritize incidents and find incidental incidents.
Chen et al. (2020c) analyzed incident tickets from six core services
in Microsoft, divided into four priorities (i.e., low, medium, high, and
critical). They found that (1) incidents with lower priority (low and
medium) are much more than incidents with higher priority (high
and critical); (2) high-layer services (i.e., compute, database, and web
service) may have hierarchical root causes, which increases problem
search space and incident fixing time; (3) network issue with hardware
failure and human error with code defect are the two major root causes
for all incidents.

From the above descriptions, we can see that Microsoft usually
treats all alerts as incidents, so most of their works are claimed to focus
on analyzing incidents but not alerts, as shown in Table 4. In contrast,
this paper separates alert management and incident management. On
the one hand, it provides a more intuitive perspective to present each
process and related works. On the other hand, it can reduce incident
analysis effort more effectively by handling alerts using methods in
alert management.
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5.6.2. Ticket mining

There are some other works on ticket mining. Xu et al. (2016)
identified the system situation related tickets from manual tickets
based on SVMs ensemble to find missed monitoring tickets for further
optimizing IcM systems. To understand where and how much effort is
spent to resolve incidents, Branch et al. (2014) proposed a method to
predict the service delivery effort by modeling the correlation between
server characteristics (e.g., CPU type, OS type, memory size) and ticket
properties (e.g., severity, creation time, close time) based on a support
vector regression model.

Shetty et al. (2021) focused on structured knowledge extraction
from service incidents. They proposed SoftNER, a deep learning based
unsupervised framework for knowledge extraction from incidents, in-
corporating a novel multi-task BiLSTM-CRF model for named entity
recognition. Furthermore, Shetty et al. (2022) extended the SoftNER
framework by proposing an unsupervised approach to further extract
entity relations and by constructing knowledge graphs using mutual
information and co-occurrences. The knowledge extracted by SoftNER
can be used to build accurate models for applications such as incident
triage and entity recommendation based on their relevance to incident
titles.

6. Limitation

First, this survey only provides a qualitative overview of AIM. A
quantitative overview may provide more practical guidelines for prac-
titioners. However, publicly available benchmark datasets and uniform
evaluation approaches are needed to achieve quantitative comparison,
which is missing in the literature. This can be considered a major future
work.

Second, this survey does not follow a strict Systematic Literature
Review (SLR) (Xiao and Watson, 2019), which may include research
string, inclusion criteria, exclusion criteria, quality assessment, etc.
Instead, we collect literature in a snowballing manner (Wohlin, 2014),
which is known to be sensitive to the initial seeds. To alleviate this bias,
we perform a keywords-based database search (MacDonell et al., 2010)
as a complementary. However, the Keywords may be challenging to
cover various related works. Besides, the literature screening is mainly
based on the analysis and judgment of the first author. Therefore, the
literature search may not be very comprehensive. We are concerned
that some important literature is missing and will be sorry about this.
In addition, as AIM is already a practice in the industry, unpublished
but publicly available technical reports can also be valuable, named
grey literature in SLR. In the future, we plan to conduct a Multivocal
Literature Review (MLR) (Rijal et al., 2022), a form of SLR that includes
the grey literature (e.g., blog posts and white papers), to improve the
representativeness of selected papers.

Third, we may overlook some related but not so-related fields, such
as event management (Li et al., 2017) (e.g., event correlation (Kotenko
et al., 2022)), network security alert management (Mirheidari et al.,
2013), and ITSM (Kubiak and Rass, 2018). As these fields may be
beyond alert and incident management, we only focus on those works
based on the analysis of alerts or incidents.

7. Future work

To provide practitioners and researchers with a deeper understand-
ing of current situations and potential future directions, we summa-
rize several main challenges and propose trend analysis for promising
directions.
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Table 7
How existing works address the challenges.
Challenge Reference Resolution
1 Section 4.1 Correlate related alerts to reduce analysis effort.
Section 4.2 Use methods such as alert sequence analysis or alert summary to analyze current problems.
2 Section 4.3 Analyze alert authenticity or severity, or identify major incidents in alerts.
3 Section 5 Extract structured information from unstructured free text for processing equally, or propose customized methods
for separately processing structured and unstructured text.
Section 5.2 Link incidents with related incidents or other information to speed up analysis.
4 Section 5.3 Find responsible experts for incidents automatically, or provide auxiliary information to help find responsible
experts manually.
Section 5.4 Use mitigation information from historically similar incidents or automated methods to mitigate incidents.
Section 5.5 Use resolution information or actions from historically similar incidents to resolve incidents.

7.1. Main challenges

We summarize several major challenges in AIM as follows.

1. Large-volume and multi-source alerts. As shown in Fig. 1,
large-scale IT service systems are complicated because of numer-
ous components and complex logical relationships (Zhao et al.,
2020c). Alerts are multi-source as they can come from various
indicators of each component at different levels. Moreover, a
problem of an individual component may affect a series of
components and their indicators (Jiang et al., 2011). Therefore,
the number of alerts may be enormous and far exceed what
engineers can investigate manually (Tang et al., 2012). Thus, it
is challenging to analyze alerts.

2. Many false alerts and missed alerts. As service changes and
business fluctuations are frequent in modern service systems,
alerting rules formulated manually by engineers cannot fit con-
tinuously changing situations, causing the reporting of many
false alerts and the missing of critical alerts (Tang et al., 2013c).
False alerts cost much manual effort to be properly analyzed and
handled, and missed alerts may cause ignoring some important
incidents (Xu et al., 2016). Thus, false alerts and missed alerts
make it challenging to find and resolve incidents in time.

3. Multi-source incident tickets. As mentioned earlier, there are
two primary sources of incident tickets: monitoring tickets with
semi-structured text from monitoring systems and manual tick-
ets with unstructured free text from user complaints (Shimpi
et al., 2014). This heterogeneity of incident tickets makes ticket
analysis more challenging.

4. Complex incident handling environments. Due to the com-
plexity of services, multiple expert groups are needed to main-
tain different service components (Chen et al., 2019b), such
as networks, databases, and middleware. Finding responsible
experts for incidents is cumbersome and is not conducive to
rapidly resolving incidents (Han and Sun, 2020). In addition, the
variety of incidents and complex root causes make it challenging
to resolve incidents.

To address the challenges above, various intelligent AIM technolo-
gies have been widely studied. Almost all the existing research aims
to address at least one of the four challenges, as shown in Table 7.
Alert correlation (Section 4.1) and alert storm handling (Section 4.2)
response to challenge 1. Alert determination (Section 4.3) aims to han-
dle challenge 2. Many works in Section 5 consider the heterogeneity of
monitoring tickets and manual tickets (challenge 3) and provide corre-
sponding solutions. Incident Triage (Section 5.3) helps find responsible
experts for tickets to cope with a problem in challenge 4. Incident
linking (Section 5.2), incident mitigation (Section 5.4), and incident
resolution (Section 5.5) separately aim to speed up incident analysis,
mitigation, or resolution (response to challenge 4). In addition, the
experience of some other works (Section 5.6) can also help improve
service systems or resolve incidents (response to challenge 4).
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7.2. Automation analysis

Although existing works have made a certain degree of intelligent
improvement in AIM, many intermediate processes still require manual
intervention, which needs to be pointed out and understood. First,
almost any alert analysis work requires data cleaning or preprocessing
to make the data format suitable for customized solutions, which is a
fundamental step that requires human intervention. Besides, the works
based on alert attribute analysis generally require feature selection
from many alert features, which requires manual analysis or conducting
feature engineering by relevant personnel.

Furthermore, although we concatenate the existing individual works
of each module in our architecture (Fig. 2), these works still require
human intervention. Alert correlation is a significant improvement
in reducing manual analysis pressure. However, the results of alert
correlation still need manual analysis to determine whether/how to
create tickets. Although alert storm processing or alert determination
can further identify critical alerts or possible incidents, ticket creation
still depends on cautious manual analysis due to the labor-intensive
processing for each ticket.

Incident management after ticket creation still requires human in-
tervention. First, a customized ticket representation strategy is required
before any intelligent solution can be used. For manual tickets in
particular, while some solutions try to maximize their effectiveness,
analyzing manual tickets may still require human involvement. Ticket
linking is an alert correlation-like step that aims to help OCEs or experts
with ticket triage and analysis tasks. Therefore, linked tickets still need
to be viewed manually. Two types of methods are introduced in ticket
triage: automated triage methods, which can automatically identify
the responsible expert (group) for each ticket, and auxiliary methods,
which extract knowledge from the ticket to guide the triage. Clearly,
auxiliary methods require human decisions. But in practice, automated
methods may still require human intervention as they struggle to cope
with various tickets in complex IT service environments.

For incident mitigation or resolution, current intelligent solutions
can only recommend historical solutions of similar incidents for refer-
ence or perform simple operations (such as restarts) in an attempt to fix
the incident. Therefore, these processes still require manual interven-
tion, especially for complex incidents. After successfully resolving an
incident, reviewing the accident, including the root cause and solution
summary, requires a lot of manual effort.

7.3. Potential directions

Although existing works have alleviated the challenges to some
extent, some directions can still be explored or optimized. First, as
mentioned in Section 6, we need publicly available benchmark datasets
and unified evaluation approaches for a quantitative overview in the
future. Moreover, some other urgent directions for intelligent AIM
technologies are as follows.
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7.3.1. Optimize alert generation

Improve alert generation based on the analysis results of alerts
and tickets. False/missed alerts, which cost much manual effort to
handle, are widespread in daily ITSM. On the one hand, it is because
alert rules may not dynamically fit frequent fluctuations in the usage
of IT services. On the other hand, originally suitable methods may be
inapplicable as the service systems evolve. Thus, the alert generation
needs to be continuously optimized.

As false/missed alerts often indicate inappropriate alerting rules,
optimizing alerting generation based on the analysis results of alerts
and tickets is very practical and valuable. But existing works mainly
focus on analyzing alerts after the alerts are generated. Only a few
works focus on optimizing alerting rules based on alert and incident
analysis. Tang et al. (2012) optimized alerting rules based on the
offline analysis of historical alerts and the matching tickets, where
potential monitoring conditions are built on a set of predictive rules
automatically generated by a rule-based learning algorithm with cov-
erage, confidence, and rule complexity criteria. They also presented an
integrated framework to reduce false and missed alerts for an automatic
monitoring system (Tang et al., 2013c), mainly based on the finding
that many false-positive alerts were transient and could be cleared
automatically by waiting for some minutes.

In fact, some existing techniques already provide support to op-
timize alerting rules. For example, some alert determination meth-
ods in Section 4.3 can identify false/non-severe alerts, which can
be further analyzed to optimize alerting rules. Identifying incidental
incidents (Chen et al., 2020a) can help reduce false-positive alerts.
Discovering manual tickets not reported by the monitoring system (Xu
et al., 2016) can help reduce missed alerts. Tang et al. (2013b) apply
a text classification model to analyze manual ticket descriptions and
identify the corresponding system issues, aiming to identify missed
monitoring alerts based on manual tickets. Moreover, some frequent or
periodic false alerts can be found by combining time sequence analysis
methods (Elfeky et al., 2005; Puech et al., 2019). We advocate for more
intelligent optimization algorithms for learning and dynamically opti-
mizing alerting rules based on multiple-dimension alert and incident
analysis results.

Apply and optimize the whitelist mechanism. In many business-
sensitive services, their monitoring systems report more alerts to avoid
missing possible failures. Some alerts are reported continuously and
identified as false alerts. Nevertheless, these alerts cannot be perma-
nently deleted as there is no guarantee that these alerts will not be
failures at another time. Except for optimizing alerting rules, some
organizations enable the whitelist mechanism to solve this problem
by adding these alerts to the whitelist. Alerts in the whitelist will be
stopped reporting for some time. Thus, reasonable use and optimization
of the whitelist mechanism can also effectively reduce the effort in
alert management. This is a valuable direction with little research and
deserves more attention.

Provide richer standardized fields for alerts or incidents. Al-
though some monitoring systems provide rich and detailed descrip-
tive fields for each alert or incident, many do not offer these useful
fields, especially for those manually generated incidents. Providing
more useful fields is valuable for subsequent analysis, especially when
applying some automated analysis methods. Some NLP techniques
(e.g., keyphrase extraction (Papagiannopoulou and Tsoumakas, 2020))
provide solutions to automatically extract valuable fields (such as alert
components and indicators) from complex alert descriptions.

7.3.2. Deal with alert storms

As mentioned in Section 4.2, alert storms have become a serious
problem in daily alert management. But currently, only a few research
papers (Zhao et al., 2020a; Li et al., 2022c) focus on handling IT service
alert storms. As a significant challenge in IT service alert management,
the alert storm problem deserves more attention and research.
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Fig. 7. Integrated process of three alert determination methods.

Utilize deep learning techniques to integrate multiple kinds
of information. As shown in Fig. 1, there are many service com-
ponents in modern IT service systems, and their dependencies are
very complex. Various information can be used to analyze and handle
alert storms, such as various dependencies (e.g., deployment depen-
dencies, topological relationships, and causalities), alert contents, and
alert sequences. Multiple kinds of information is usually difficult to
integrate to analyze and deal with problems. However, deep learning
techniques have shown effectiveness in integrating multiple kinds of
information to solve problems. Thus, utilizing deep learning techniques
to integrate multiple kinds of information can be a promising direction
to handle alert storms and also some other problems. More specifically,
a deep model can be trained to identify the root causes of alert storms
and speed up their handling. Nevertheless, it is often necessary to
accumulate a large number of cases as a training dataset.

Combine alert correlation and alert storm handling techniques.
Currently, engineers usually adopt a triggered way to deal with crit-
ical alert storm problems in real time. However, streaming analysis
has some advantages over the passive triggering defense mechanism,
e.g., apportioning computation also into the period without SLA vio-
lations and little time cost after SLA violations. Some works on alert
correlation (Section 4.1) conduct streaming analysis to solve the large
volume of raw alerts and insufficient information from a single alert.
Applying similar streaming analysis techniques in alert storm handling
is promising. Although alert correlation can effectively alleviate alert
storms, alert storms may still occur when facing extreme failure sit-
uations or the effect of applied alert correlation technologies is not
good. Providing a triggered way to deal with these extreme situations
is necessary and complementary. Thus, combining the alert correlation
techniques and the alert storm handling techniques can provide both
the active streaming alert correlation and the passive triggering defense
mechanism against alert storms. This combination can achieve more
effective alert processing results to significantly reduce the effort of
manually analyzing and processing alerts.

Improve the effectiveness of alert determination by combining
three types of methods. As mentioned in Section 4.3.4, the three
methods of alert determination (i.e., alert distinguishing, severe alert
identification, and alert-based incident identification) have their own
advantages and disadvantages. Better results can be achieved by giving
full play to the advantages of each method and making up for their
shortcomings. Fig. 7 shows an integrated process of three alert deter-
mination methods. First, alert distinguishing can be applied to select
real alerts and move out false alerts from alerts to be analyzed. Then,
these real alerts can be analyzed by both severe alert identification
and alert-based incident identification. The former can sort the alerts
by their severity, and the latter can provide an overview of current
incidents. The combination can provide OCEs/experts with an overview
of current incidents and severe alerts with their severities, which can
exploit the advantages of the latter while avoiding missing important
alert information. At the same time, alert distinguishing has filtered out
many false alerts to reduce analysis pressure at the first stage.
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7.3.3. Improve incident analysis

Improve incident triage by providing automated triage and
auxiliary information. In automated triage methods, hybrid methods
have been shown to be more effective and promising as they com-
bine comprehensive information and optimize the triage results from
multiple angles. With the ticket information recorded in the incident
database becoming more comprehensive, using deep learning methods
to combine various information to achieve automated incident triage is
a promising direction. At present, although automated triage methods
have been widely studied, manual analysis is still essential in practice
since automated triage methods cannot always be effective. So auxiliary
methods for helping with manual triage are still crucial. Therefore, it
is a promising direction to integrate automated and auxiliary methods.
This can achieve a complete incident triage system by both automating
incident triage and providing auxiliary information to help with manual
triage.

Automatize incident mitigation and incident resolution. In
current IcM, experts often manually mitigate and resolve incidents
based on their domain knowledge. Although resolution recommenda-
tion can help resolve current incidents, completing incident mitigation
and resolution still costs much manual effort. Action recommendation
steps forward with more intelligent suggestions. While executing scripts
created by experts achieves automatic mitigation in certain scenar-
ios (Wang et al., 2018b). More methods with more intelligence are still
in need to reduce human effort and accelerate incident mitigation and
resolution.

7.3.4. Develop/improve AIOps framework for AIM

AlIOps, as one of the most important developments in service as-
surance in the last few years, has been commonly used in the trans-
formation of modern service management systems. In general, most
modern AIM follow the AIOps strategies. As a result, some AIOps
frameworks (Chen et al., 2020c; Li et al., 2022c; Gaikwad et al., 2021)
for AIM have been proposed in the literature. Besides, various AIOps
products (e.g., moogsoft'®) have been used in daily IT service opera-
tions. They use many AIOps techniques to improve AIM performance.
In contrast, the techniques in our architecture seem to be the most
systematic and comprehensive. Our architecture can help improve the
processing flow of the AIOps framework, and the technologies in each
process can help improve the corresponding module. We believe this
survey can facilitate the development of AIOps AIM systems.

Besides, some works (e.g., Chen et al., 2022a; Arain et al., 2022) fo-
cus on the efficiency of collaboration between operations roles because
multiple roles are required to view and process alerts and incidents
for large-scale IT service systems. These roles may have different duty
times, current workloads, abilities, experiences, etc. Therefore, the op-
timization of role collaboration is required for the operations of large-
scale service systems. But the related works are not much introduced
in our survey.

7.4. Related technologies

This paper is a survey of research papers on the topic of AIM,
focusing on related algorithms. Relevant papers rarely introduce details
or specific techniques in engineering practice. Therefore, we present
some insights into related technologies based on practical experience
in our real-world AIOps.

13 https://www.moogsoft.com.
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7.4.1. Programming languages

In AIOps practice, the most commonly used language for developing
AIM tools and systems should be Java which has a complete ecosystem.
Some important applications, such as Flink,'* are mainly developed
based on the Java language. Besides, the Scala language is another
widely used language for development practice these years. Scala has
been used in important applications, such as Spark,'® a big data process-
ing framework, and Kafka,'® a distributed publish/subscribe system.
Scala is suitable for the development of big data, data mining, NLP,
machine learning, etc. These two languages are widely used because
large-scale streaming processing is essential in alert processing. Mixed
programming development in Java and Scala would be an excellent
choice for developers.

In addition, in related research fields, the Python language is widely
used to implement various algorithm prototypes quickly as it is easy to
understand and learn and has many algorithm libraries.

7.4.2. Open-source tools

In AIOps practice, several open-source tools can be used to achieve
various goals. Grafana'” is an open-source data visualization tool with
rich dashboards and charts. It can visualize various data and support
multiple data sources, such as Graphite, InfluxDB, Elasticsearch, Mysq]l,
etc. Grafana allows users to configure thresholds and conditions for
receiving alerts. And alert notifications can be received through Pager-
Duty, Slack, Webhooks, and Gmail. Therefore, Grafana can be used to
display various metrics, alerts, incidents, etc.

Some system monitoring tools, such as Prometheus'® and Zab-
bix, can be exploited. The main difference between them is that the
database used by Prometheus is the time series database TSDB, and
the database used by Zabbix is the relational database of MySQL or
PgSQL. Therefore, Prometheus is more suitable for time series data such
as metrics, and Zabbix is more suitable for storing data such as logs.

Flink is a framework and distributed processing engine for stateful
computations over unbounded and bounded data streams. It is very
accurate in data ingestion and can easily recover from failures while
maintaining the state. Flink can be used with Kafka to transmit metrics,
alerts, and other data efficiently.

In our current AIM practices, we use big data components (e.g.,
Flink) to generate, process, and distribute alerts in real time. However,
we rarely use big data or high-performance computing components
when conducting AIOps alert analyses (e.g., alert storm analysis). This
is because the amount of alerts and incidents is relatively small com-
pared to various monitoring metrics. However, as the scale of the
service system continues to expand, the volume of alerts and incidents
may exceed the current single-machine analysis capability. Therefore,
high-performance computing and big data components (e.g., Hadoop'®
and Spark) can be widely used in future alert and incident analysis.

8. Conclusion

This paper has reviewed the research works carried out in intel-
ligent AIM in IT services. First of all, for a unified description and
better understanding, the paper summarizes an architecture of AIM.
Then, a detailed literature review is conducted based on corresponding
processes in the architecture. Finally, the paper analyzes the current
challenges and trends in AIM.

To the best of our knowledge, this is the most comprehensive survey
on systematic AIM in IT services. This survey can help newcomers un-
derstand this field, help researchers conduct relevant research, and help

https://flink.apache.org.
15 https://spark.apache.org.
https://kafka.apache.org.
https://grafana.com.
https://prometheus.io.
https://hadoop.apache.org.
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industrial organizations design and improve the management systems
from each process. We believe our survey can help drive the evolution
and development of AIOps AIM systems, help ensure the quality of
real-world IT services, and help improve citizens’ experience of the IT
services.
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