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In the context of Maintenance-as-a-Service (MaaS), it is important for device vendors to develop 
multivariate time series (MTS) anomaly detection models that can accurately identify anomalies 
without compromising the privacy of customer enterprises’ data. In this paper, we investigate 
the relationship between MTS data patterns and the parameters of unsupervised autoencoder 
(AE) models and show that they are highly consistent. Building on this insight, we propose a 
novel unsupervised federated learning (FL)-based framework called OmniFed, which cannot only 
address the heterogeneity of non-independent identically (non-iid) distributed data on different 
devices, but also achieve high-precision detection of device MTS anomalies while ensuring privacy. 
Specifically, OmniFed is initialized with an AE model and then trains local AE models on individual 
devices via federated learning. Finally, OmniFed clusters devices based on the parameters of the 
AE models and trains a cluster-specific MTS anomaly detection model using FL. Our experiments 
on two real-world datasets demonstrate that OmniFed achieves an F1-Score of 0.921, significantly 
higher than the best baseline method.

1. Introduction

Maintenance-as-a-Service (MaaS) has gained much attention recently [1]. In this paradigm, device (i.e., routers, switches, servers, 
firewalls) vendors provide online tools (say subscription-based tools) to monitor the status of their devices, as shown in Fig. 1. 
These tools allow customer enterprises to obtain predictive maintenance tasks, which are prohibitive costs for small and medium-

sized enterprises. Among the tasks, anomaly detection, which aims at proactively detecting anomalous device behaviors, preventing 
anomalies from deteriorating into severe failures, and timely mitigating device failures, is vitally essential for customer enterprises [2]. 
To perform anomaly detection, operators configure diverse types of system-level metrics (e.g., memory utilization, disk I/O, network 
throughput, CPU utilization) and continuously collect their monitoring data at predefined time intervals (say one or five minutes) [3]. 
The monitoring metrics of a device thus form a multivariate time series (MTS), as shown in Fig. 2.
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Fig. 1. With MaaS, the device vendor provides an online maintenance tool 𝐺 for customer enterprises. 𝐺 conducts anomaly detection based on the MTS data 𝐗𝑖

collected from 𝑒𝑖 . In addition, 𝐺 cannot transfer any data to the device vendor.

Fig. 2. Different MTS patterns of different devices, with anomalous data labeled in the red box. Left: device 𝑒𝑎 is deployed in a content service provider, so its MTS 
data has a strong periodicity, and the unusual dip in the red box means there is an anomaly caused by a network interruption. Right: device 𝑒𝑏 is deployed in a 
manufacturing enterprise, and the MTS data pattern is strongly related to manufacturing activities. The unusual stable metric in the red box refers to the disconnection 
of some key components.

Since deep learning methods can accurately capture the representations of complex MTS data, numerous deep learning-based MTS 
anomaly detection methods have been proposed for detecting anomalous devices [4–8]. Typically, an MTS anomaly detection model 
learns the normal patterns of a device and determines that the device becomes anomalous when its MTS behavior deviates from the 
learned normal patterns. In Maintenance-as-a-Service (MaaS) context, small and medium-sized customer enterprises often lack access 
to a centralized server/cluster or machine learning experts. As a result, device vendors may deploy a centralized server/cluster to train 
a deep learning-based MTS anomaly detection model for each device of each customer enterprise. However, customer enterprises 
may hesitate to share their MTS data with the device vendor due to commercial considerations. Moreover, MTS anomaly detection 
models typically require a large volume of high-quality training data to accurately learn the normal patterns of the MTS data, as 
previous research has shown. Unfortunately, it is almost impossible for device vendors to simulate the real-world MTS data of each 
customer enterprise for model training, as the patterns of MTS data can vary significantly across enterprises that provide different 
services. This creates a dilemma: on the one hand, it is impractical for device vendors to train an accurate anomaly detection model 
without sufficient MTS data from customer enterprises. On the other hand, it is risky for customer enterprises to use a device without 
a precise anomaly detection model. As a result, neither customer enterprises nor device vendors can achieve satisfactory results.

Over the years, federated learning (FL), a distributed learning paradigm training a global model in a central server by aggregating 
the models from the edge nodes, has been proposed and widely used in privacy-preserving computing [9]. It shares model parameters 
instead of raw data. In this way, the central server can effectively use the data of edge nodes, and the privacy information will not 
be leaked [10–14]. Therefore, FL is a promising direction in which to solve the above problem.
2

However, applying an FL-based MTS anomaly detection model in the MaaS scenario faces the following challenges.
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(1) Training a separate detection model for each device may lead to poor performance because of insufficient training data. Therefore, 
FL usually aggregates the information of edge nodes (customer enterprises’ devices in our scenario) to train a global model. 
Different devices house different applications with varying patterns of traffic [3]. Therefore, different devices typically have 
different patterns in the MTS data [7]. In other words, the MTS data from different devices is usually non-independent and 
identically distributed (non-iid). Consequently, training a global FL-based anomaly detection model, which requires that the 
MTS data have similar normal patterns for all devices, can lead to poor performance [7] (see §4.3 for more details).

(2) To address the above challenge, it is intuitive to train a “global model” for a cluster of devices with similar MTS data characteristics 
[11–15]. Thus, a suitable device clustering algorithm is required instead of metaheuristic optimization algorithms [16]. It is 
conventional to cluster devices based on their MTS data [6,7,17]. However, the global clustering should be performed on the 
device vendor. Due to the privacy-preserving requirement, any form of customer enterprises’ raw MTS data cannot be shared.

(3) The existing non-iid data-based FL models mainly work on overcoming the imbalance of data labels (e.g., labels of pictures) 
[15,18–21]. Different from these works, the lack of labeled data exacerbates the difficulty of training an FL-based anomaly 
detection model.

In this paper, we propose an unsupervised FL-based MTS anomaly detection framework, OmniFed, to accurately and privacy-preserving 
detect device MTS anomalies for customer enterprises in the MaaS scenario. For privacy-preserving purposes, OmniFed clusters devices 
through the parameters of each device’s autoencoder (AE) model instead of each device’s raw MTS data. For a given cluster, it then 
trains an FL-based cluster-specific MTS anomaly detection model, which can accurately detect MTS anomalies for each device of this 
cluster (see § 3).

The contributions of this paper are summarized as follows:

(1) To the best of our knowledge, we performed the first study on the relationship between the MTS data pattern and the parameters 
of the AE models trained based on the MTS data and found that they are highly consistent.

(2) Based on the above observation, we propose a novel privacy-preserving device clustering method based on the parameters of 
the AE models trained based on each device’s MTS data. In this way, the device vendor indirectly obtains sufficient MTS data for 
training accurate anomaly detection models (addressing the first challenge), and customer enterprises’ data privacy is preserved 
simultaneously (addressing the second challenge).

(3) We design an unsupervised FL-based MTS anomaly detection framework OmniFed. This makes the model practical in real-world 
scenarios where anomaly labels are difficult to obtain (addressing the third challenge).

(4) We evaluate OmniFed using two real-world datasets, including a real-world dataset collected from a top-tier global content service 
provider, proving it achieves a 0.921 F1-score, significantly higher than the best baseline method (see § 4). We have released 
the labeled dataset1 and source code2.

2. Preliminary

2.1. Background

As shown in Fig. 1, in MaaS, 𝑛 devices (𝑒1, 𝑒2, ..., 𝑒𝑛) are deployed across different customer enterprises. To provide maintenance 
as a service, the device vendor distributes a global anomaly detection model 𝐺 as a maintenance tool to these devices. For a specific 
device, 𝐺 continuously monitors its MTS data and determines whether there is an anomaly (e.g., the red box in Fig. 2). If 𝐺 detects 
an anomaly, the operator(s) of the device will receive an alarm and take measures to mitigate the anomaly.

MTS. At time 𝑡, the metrics’ value of a device forms a vector 𝑋𝑡 . Specifically, 𝑋𝑡 =
{
𝑥𝑡1, 𝑥

𝑡
2, ..., 𝑥

𝑡
𝐷

}
is a 𝐷-dimensional vector, 

where 𝐷 is the number of metrics. Continuous monitoring of these metrics over some time forms an MTS, denoted by 𝐗. 𝐗 is a 𝑇 ×𝐷

matrix 
{
𝑋1,𝑋2, ...,𝑋𝑇

}
, where 𝑇 is the monitoring duration. The sliding window technique is usually applied to divide the raw data 

𝐗 into sets 
{
𝐖0,𝐖1, ...,𝐖𝑇−𝐿}, where 𝐖𝑡 =

{
𝑋𝑡−𝐿+1, ...,𝑋𝑡−1,𝑋𝑡

}
, 𝐿 is the length of the sliding window, and 𝐖𝑡 will be the input 

of the following steps.

Anomaly. An anomaly in the MTS refers to a period when the data deviates from the regular pattern (as shown in the red box 
of Fig. 2). Typically, an anomaly in the MTS indicates an unexpected situation, e.g., software bugs, hardware failure, or malicious 
attack, which may degrade the user experience and bring revenue loss to services. Therefore, device operators require prompt and 
accurate anomaly detection models.

Device MTS anomalies. During the system operation, the MTS data on different devices show anomalies, i.e., periods in which 
the data deviate from the normal pattern (as shown by the red boxes in Fig. 2). Such anomalies may be triggered by hardware failures, 
communication problems, or device data anomalies, leading to the inability of the devices to participate in the task normally, which 
in turn affects the training process and model performance of the entire federated learning system.

1 https://github .com /OmniFedCD /OmniFed -dataset.
3

2 https://github .com /OmniFedCD /OmniFed -code.

https://github.com/OmniFedCD/OmniFed-dataset
https://github.com/OmniFedCD/OmniFed-code
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Fig. 3. In FL, the device vendor 𝑆 distributes global model 𝐺𝜖 to customer device 𝑒𝑖 at epoch 𝜖. 𝑒𝑖 trains the model with its own data and gets a new local model 𝐿𝜖
𝑖
. 

Finally, 𝑆 aggregates the local models to generate a new global model 𝐺𝜖+1.

2.2. Federated learning

FL can train models over device vendors while keeping data localized. It avoids uploading the sensitive raw data of devices and 
provides MaaS an alternative to train an accurate model by taking advantage of each device’s data [9,10,22].

In FL, as shown in Fig. 3, the central server 𝑆 distributes the global model 𝐺𝜖 (where 𝜖 represents the global epochs to each 
device). To obtain a new global model 𝐺𝜖+1 in MaaS, device 𝑒𝑖 uses its local dataset 𝐗𝑖 to update the received global model 𝐺𝜖 and 
obtain a local model 𝐿𝜖

𝑖
, which is then uploaded to 𝑆 . After receiving all local models, 𝑆 aggregates them and calculates the new 

global model 𝐺𝜖+1:

𝐺𝜖+1 =
𝑚∑
𝑖=1

1
𝑚
𝐿𝜖
𝑖
, (1)

where 𝑚 is the number of customer devices in the MaaS. These steps iterate until the global model 𝐺𝜖 converges. Please note that 
the combination of FL and anomaly detection is not our main contribution.

2.3. Motivation

To investigate the feasibility of applying FL to detect anomalies on devices from different business scenarios, we conduct an 
empirical study on a real-world dataset collected from the Web servers of a top global online video service provider with 10+ 
subsidiary corporations (from now on, we use 𝐃𝟏 to denote this dataset). It consists of the MTS data collected every 30 seconds over 
seven days from 303 network devices, each deployed with one or more services of a specific subsidiary corporation and monitored 
with 19 metrics. First, we request three experienced operators to manually cluster the 303 devices into different clusters, each with 
the same MTS data pattern. Second, we divide the data of the first five days of each device as the training set and the last two days 
as the test set (see §4.1 for more details).

As aforementioned, different devices can have different MTS data patterns, impacting the performance of MTS anomaly detection 
methods [6,7]. Thus, we are interested in the relationship between MTS data patterns and the corresponding MTS anomaly detec-

tion models. In order to process MTS data effectively, the parameter settings of the anomaly detection model need to be adjusted 
according to the characteristics of the data to be modeled effectively. We can establish a highly consistent relationship with anomaly 
detection through preliminary experiments on real case studies, data preprocessing (sliding window technique), model structure set-

tings (encoder and decoder settings), model parameter optimization (sliding window size, Dimension of latent space, Local training 
epoch, number of encoder layers, etc.), device clustering, reconstruction error (minimization of loss function), and so on, and anomaly 
detection, etc. Establishing a high degree of consistency in this relationship.

(1) Data Preprocessing (sliding window technique). Since the time series length affects the model’s input dimension. We split the 
long time series into multiple fixed-length windows to handle long time series. The MTS data are preprocessed through sliding 
windows. (specific processing can be found in §2.1 )The length of the window is an important parameter of the AE model, which 
determines whether the model can capture global information (see§4.3 for specific experiments).

(2) Case Results of Preliminary Experiments. Through the relationship that data distance is positively correlated with model 
distance, we can see that the data distance between corresponding layers in two models can measure the distance between two 
models. Therefore, we need to cluster the devices to mitigate the different MTS data patterns (see§2.3 for the specific reasoning 
process) and, at the same time, train the data patterns (Non-iid) without revealing private information (see §3.3 for the privacy 
4

training process).
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(3) Device Representation of Models (see §3.3.1). We train a model for each device and upload each model to the device provider, 
but the raw data is not shared. To further ensure the privacy and security of the customer’s enterprise data, we choose the AE 
model because of its advantages of downscaling and extracting potential feature representations from the data.

(4) Structural design and parameter optimisation of the AE model (see§3.3.2). We upload only a part of the model parameters 
of the encoder and optimize these parameters, such as the hidden layer dimension compression of the recursive layer and 
the number of encoder layers (see §4.3 for specific experiments). The encoder maps the data patterns of the MTS into the 
lower dimensional space of the model, which is then reconstructed to the original dimensions using the decoder. The choice of 
appropriate parameters for the model allows it to capture better the correlations and dynamics in the multivariate time series.

(5) Device clustering (see §3.3.2). According to upload a part of the model parameters (decoder or encoder parameters) to the 
server. The model distance between each model pair Performs bottom-up group clustering of devices using the (Hierarchical 
Coalescent Clustering (HAC) and model distance. In this way, device vendors can train MTS anomaly detection models for each 
device through clustering.

(6) Reconstruction Error (see §3.4) and Anomaly Detection (see §3.5). Due to the large number of devices and the large amount 
of MTS data per device, an unsupervised learning method is needed to capture the MTS data patterns of each device. The 
reconstruction error can be used for anomaly detection for the unsupervised learning task. The reconstruction error of the AE 
model reflects the data pattern of MTS. The AE model optimizes the parameters in the dense layers of the encoder and decoder 
to minimize the loss function, which allows for better adaptation to the heterogeneity of the data (non-iid). An anomaly score 
threshold is set for each device based on the reconstruction error distribution. Using the Peak Over Threshold (POT) filter, a 
device is considered abnormal when the anomaly score exceeds the threshold.

By properly optimizing the parameters of the unsupervised AE model, it can capture the complex relationship of MTS data patterns 
between time dependence and variables. In this way, the relationship between MTS and AE is constructed.

To reflect this relationship between the MTS data patterns and the corresponding MTS anomaly detection models, we investigated 
the correlation between data distance and model distance.

As shown in Fig. 4, Data distance measures the difference between two MTS data patterns. Because the pattern difference of MTS 
data can be calculated by Euclidean distance [7], we use the Euclidean distance as the data distance between two MTSes,

𝐷
(
𝐗𝛼,𝐗𝛽

)
= ‖𝐗𝛼 −𝐗𝛽‖2 (2)

where 𝐗𝛼 and 𝐗𝛽 are the MTSes of device 𝛼 and 𝛽, respectively. A larger 𝐷(𝐗𝛼, 𝐗𝛽 ) denotes a larger pattern difference between 𝐗𝛼

and 𝐗𝛽 .

Model distance measures the difference between two models. We choose the AE model as the basic anomaly detection model, 
whose superior ability has been extensively proved in previous works [7,8,23,24]. In addition, the AE model structure can reduce 
dimensionality and extract potential feature representations in the data. The AE model can effectively reduce the dimensionality of 
MTS data by learning the implicit patterns or features in the time series through its encoder part. In this way, the AE model can 
reconstruct the time series data through the decoder and detect anomalies through the reconstruction error in time series anomaly 
detection. And to calculate the distance between two AE models, motivated by [14], we introduce the model distance

𝐷
(
𝐿𝛼,𝐿𝛽

)
=

𝑘∑
𝑗=1

‖𝑙𝛼,𝑗 − 𝑙𝛽,𝑗‖2 (3)

where 𝐿𝛼 and 𝐿𝛽 represent the two AE models trained based on the MTS data of device 𝛼 and device 𝛽, respectively. 𝑘 is the number 
of layers in the AE model, and 𝑙𝛼,𝑗 and 𝑙𝛽,𝑗 are the parameter matrices of the 𝑗-th layer in 𝐿𝛼 and 𝐿𝛽 , respectively. This metric treats 
each layer of the AE model as a matrix and computes the Euclidean distance between corresponding layers in the two AE models.

We train an AE model with the same initial status using the MTS data of each device. For each pair of devices 𝛼 and 𝛽, we 
calculate their data distance 𝐷(𝑋𝛼, 𝑋𝛽 ) and model distance 𝐷(𝐿𝛼, 𝐿𝛽 ). As shown in Fig. 4, with the data distance rising, the model 
distance increases. To quantify the correlation between Data Distance and Model Distance, we also calculate the covariance of X (Data 
Distance) and Y (Model Distance), which is 6.56, and this result shows that the Model Distance are positively correlated.

Observation 1: Different devices house different business applications, which lead to their different MTS data patterns (non-

iid), reflected by the model distances.

The performance degradation of MTS anomaly detection introduced by the different MTS data patterns (i.e., non-iid) can be 
alleviated by clustering devices through their MTS data patterns [11–15]. However, clustering through the raw MTS data of de-

vices is unrealistic in MaaS because the customer enterprise refuses to share its raw data directly with the vendor for commercial 
considerations.

Motivated by Observation 1, it is intuitive to cluster devices based on the AE models trained according to their MTS data

(after this, we call it AE model-based clustering) instead of their raw MTS data. We can learn the training data pattern without leaking 
private information.

We conduct experiments to verify the practicability of clustering devices based on AE models. More specifically, we compare AE 
5

model-based clustering with three advanced raw MTS data-based clustering methods: OmniCluster [7], Mc2PCA [25], and SPCA+AED 
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Fig. 4. If two devices have similar MTS data patterns, the two AE models trained based on them will likely have small model distance. On the contrary, if two devices 
have significantly different MTS data patterns, the two AE models trained based on them will likely have a large model distance. In other words, as the data distance

increases, the model distance also rises.

Table 1

AE-model-based clustering (preserving privacy) achieves 
competitive performance compared to raw MTS data-

based clustering (violating privacy)

Method Privacy NMI ARI

AE-based clustering ✓ 0.834 0.635

OmniCluster ✕ 0.879 0.662

SPCA+AED ✕ 0.570 0.185

Mc2PCA ✕ 0.308 0.113

[26]. We run the four clustering methods on 𝐃𝟏 and use two well-adopted metrics: Adjusted Rand Index (ARI) and Normalized Mutual 
Information (NMI), which is used in previous work [7,17,27], to evaluate the clustering performance. The results are listed in Table 1. 
Both AE model-based clustering and OmniCluster significantly outperform SPCA+AED and Mc2PCA. While OmniCluster achieves 
the best performance, the performance of AE model-based clustering is also comparable. Specifically, OmniCluster is only slightly 
better (0.065 higher in NMI and 0.027 higher in ARI) than AE model-based clustering. The performance gap is negligible. However, 
OmniCluster clusters devices based on their raw MTS data, which cannot be obtained in the MaaS scenario. On the contrary, AE 
model-based clustering does not require access to raw data.

Observation 2: Compared to clustering methods that rely on raw MTS data, AE model-based clustering can achieve comparable 
performance while preserving customer enterprises’ privacy.

3. Design

3.1. Overview

We propose OmniFed, a privacy-preserving FL-based MTS anomaly detection framework, which consists of three stages: device 
clustering, FL training, and device anomaly detection. Fig. 5 shows the overview of OmniFed. To ensure the proper functioning and 
training of the model, the input data is preprocessed before each stage. In the device clustering stage, we train an AE model for each 
device and upload the parameters of each model to the device vendor to cluster the devices in a privacy-preserving manner. Then, 
in the FL-based training stage, we use an unsupervised MTS anomaly detection model in an FL framework to train the local and 
cluster-specific anomaly detection models iteratively. Finally, in the anomaly detection stage, we deploy these cluster-specific MTS 
anomaly detection models to conduct anomaly detection for customer enterprise devices. To adapt to the frequent hardware/software 
changes in network devices and their hosted services, the workflow of OmniFed is rerun every day, which is a widely adopted updating 
strategy for anomaly detection models [4,5,8].

In OmniFed, the raw MTS data of the customer enterprise’s devices is used only to train the local model of each device in the 
customer enterprises and is not shared with the device vendor. We only upload the local model parameters, which cannot be restored 
to the raw MTS data, to the device vendor for clustering or model training. We use 𝜙 and 𝜄 to denote the global and local AE models 
6

in §3.3, and 𝐺 and 𝐿 to denote the global and local anomaly detection models in §3.4, respectively.
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Fig. 5. Overview of OmniFed. The processes of device vendors are represented by thick black boxes (upper part), while the processes of customer devices are represented 
by thin blue boxes (lower part).

3.2. Data preprocessing

In reality, missing values are common in the MTS data, and the magnitude of different time series can vary greatly. Therefore, 
OmniFed preprocesses the raw MTS data to reduce the impact of these issues with the following steps:

Missing values imputation. The MTS data collected from devices may contain missing values due to improper collection or 
transmission. Training clustering and anomaly detection models with such data can seriously degrade their accuracy. Therefore, it 
is necessary to impute missing values before inputting the data into the model. To this end, we use linear interpolation to fill these 
values, as it has been widely proven to be effective and easy to automate [4,5,7,8,24].

Data normalization. Each time series of MTS represents a specific metric of each device. Different metrics represent different 
aspects of device performance and have different orders of magnitude (e.g., CPU usage ranges from 0 to 1, while disk read/write rate 
takes any value greater than 0). We need to normalize the data to eliminate the influence of different orders of magnitude. Specifically, 
the value of metric 𝑖 at time 𝑡, 𝑥𝑡

𝑖
, is normalized by its maximum and minimum values (𝑚𝑎𝑥𝑖 and 𝑚𝑖𝑛𝑖) with the following formula:

𝑥̂𝑡
𝑖
=

𝑥𝑡
𝑖
−𝑚𝑖𝑛𝑖

𝑚𝑎𝑥𝑖 −𝑚𝑖𝑛𝑖
(4)

3.3. Device clustering

To address the challenges introduced by non-iid device data and privacy-preserving requirements. We propose a simple yet effec-

tive AE-model-based clustering algorithm. More specifically, we train a local AE model for each device and upload the parameters 
of each model to the device vendor to cluster the devices in a privacy-preserving manner. Devices are often clustered into different 
clusters, and devices in each cluster have similar data patterns.

3.3.1. Device representation

Due to the large amount of MTS data of each device and the significant number of devices, an unsupervised learning approach is 
necessary for capturing the MTS data pattern of each device. As aforementioned, unsupervised AE-based or VAE-based models have 
demonstrated exceptional performance in capturing the normal patterns of MTS data [4,5]. In this paper, we choose an AE-based 
model to represent a device’s MTS data pattern. AE maps the original MTS window data 𝐖 to a low-dimensional space 𝑍 using an 
encoder and then reconstructs 𝐙 to the original dimensions using a decoder. This process can be represented as:

𝐙 =𝐸𝑛𝑐𝑜𝑑𝑒𝑟 (𝐖) (5)

𝐴𝐸 (𝐖) =𝐷𝑒𝑐𝑜𝑑𝑒𝑟 (𝐙) (6)

where the encoder and decoder are composed of a series of dense layers. The objective is to minimize the reconstruction error between 
the input data and its reconstructed form. This is achieved by optimizing the parameters in the dense layers of the encoder and decoder 
to minimize the following loss function:

𝐴𝐸 = ‖𝐖−𝐴𝐸 (𝐖)‖2 (7)

As discussed in §2.3, the parameters of the trained AE can be used to cluster devices. AE was chosen to represent the devices for two 
reasons. (1) Effectiveness: AE can effectively learn the normal pattern of MTS data by minimizing the loss function defined in Eq. (7). 
(2) Efficiency: AE’s structure is straightforward, consisting of a single encoder and decoder. This simplicity leads to less training time, 
memory usage, and calculation costs when computing the model distance, simplifying the process and yielding compelling results. To 
better avoid privacy leakage [10], we uploaded only a portion of the AE parameters (either the decoder or encoder parameters) to 
7

𝑆 . This presents the reconstruction of raw MTS data and has minimal impact on clustering results.
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3.3.2. Clustering

Based on the uploaded parameters of AE models, OmniFed uses HAC (Hierarchical Agglomerative Clustering) to cluster the devices. 
HAC iteratively merges the closest pair of clusters and efficiently performs bottom-up clustering using a pre-computed distance matrix. 
We chose HAC because it is insensitive to initial parameters such as the number of clusters or distance thresholds, making it easy to 
visualize the clustering process, thereby enhancing the operator’s comprehension of the clustering result [6]. Additionally, HAC has 
been demonstrated to be suitable for clustering AE models [14]. The device clustering stage comprises three steps, as illustrated in 
Fig. 5, and we also analyze from protecting data privacy and dealing with non-independent and identically distributed data sets. The 
HAC is a method of clustering that does not require raw data and relies only on a distance or similarity measure between data. In the 
OmniFed system, this method protects data privacy [28,29] by preventing the device vendors from accessing the raw multivariate time 
series (MTS) data of the customer’s devices. In practice, the Non-iid data [30] generated by network devices are different, i.e., the 
data from different devices may have different statistical properties. The HAC method can group the device data into different clusters 
based on their similarity so that a specific anomaly detection model can be customized for each cluster to improve the accuracy of 
anomaly detection.

Step 1: Initialize the AE model 𝜙. For capturing the MTS data pattern of each device, OmniFed initializes a simple AE model. 
Specifically, the device vendor 𝑆 initializes the neural network layers of the AE model with preset hyperparameters such as window 
size, dimensions of the hidden layer, and training epochs. The AE model is then built with a randomly set group of parameters in 
each layer, and 𝑆 obtains an initial AE model 𝜙. This model is then distributed to all customer devices.

Step 2: Training local AE model 𝜄𝑖. After receiving the initial AE model 𝜙, each customer device 𝑒𝑖 trains its local AE model 𝜄𝑖
using its dataset 𝐗𝑖 and minimizing Eq. (7). To balance network bandwidth and privacy concerns, 𝑒𝑖 uploads only the parameters 
of the encoder from 𝜄𝑖 to the device vendor 𝑆 , which does not significantly affect the clustering outcome (discussed in §4.4). This 
strategy prevents the device vendor from reconstructing the original data from the complete AE model while preserving the ability to 
reflect the customer device’s MTS data patterns. Furthermore, this training step can be executed in parallel on all customer devices

Step 3: Clustering devices based on 𝜄𝑖. Upon receiving the local models 𝜄𝑖 from each device, the device vendor 𝑆 computes the 
model distance between each model pair. Next, OmniFed applies HAC with model distance (Eq. (3)) to group the local models iteratively, 
starting with the closest pair. This process continues until the most relative distance exceeds the distance threshold (the higher the 
threshold, the greater the number of devices in each class, while the similarity will be worse). For the outlier devices that cannot be 
grouped into existing clusters, OmniFed assigns the well-trained anomaly detection model of the closest cluster to these devices until 
there are enough similar devices to form a new cluster. The detailed clustering process is shown below.

(1) Parameter upload. Each device uploads some parameters of AE model to server 𝑆 . Here are the weight parameters of the 
encoder.

(2) Distance metric. In the latent space, the distance between the latent representations of different devices is measured by the 
Euclidean distance metric. After training the AE, clustering can be performed based on the latent representation of the devices 
and the compressed features. These features should capture the most important patterns in the input data, and grouping devices 
with similar latent vectors helps to identify similar devices.

(3) Stepwise aggregation. The HAC starts with each device as a separate cluster and gradually aggregates the devices according to 
the above distance metric to form a hierarchical dendrogram. The two closest clusters are selected and merged at each iteration 
into a new cluster. This process is repeated until all data points are merged into one cluster or a predetermined number of clusters 
is reached.

(4) Hierarchical clustering. Devices are gradually merged according to the model distance to form a hierarchical dendrogram. 
The merging process at each level exhibits the similarity between devices, with the closest devices being merged into one class 
first. The HAC can identify the multi-level similarity between devices, classify them into different clusters, and help identify the 
operation status, potential failure mode, etc.

(5) Aggregation process. The central server 𝑆 aggregates each device’s uploaded parameters according to the federated learning 
algorithm (such as FedAvg) to generate the global encoder parameters. This global model captures the common characteristics 
of all devices and can summarize the characteristics of different devices.

With clustering devices with the parameters of the AE model, on the one hand, the devices with different standard patterns 
can be divided into various clusters, which can solve the first challenge introduced by the non-iid data. On the other hand, the 
progress of clustering avoids accessing the raw MTS data of customer enterprises, which solves the second challenge induced by the 
privacy-preserving requirement.

3.4. FL training

OmniFed iteratively trains a cluster-specific anomaly detection model based on the clustering result. We first introduce the anomaly 
detection model and then present the training process. The main process is to group clients according to data distribution, perform 
federated learning within each cluster, and train anomaly detection models at the edge via encoders. The local model parameters are 
uploaded to the device vendor for clustering, and the cloud server builds a more accurate cluster-specific model through bottom-up 
8
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3.4.1. Anomaly detection model

Many anomaly detection models can identify anomalous device states, mainly falling into three paradigms: statistical [31,32], 
supervised methods [33,34] , and unsupervised methods [4,5,23]. Among these, the GAN-AE-based method [8], a type of unsupervised 
method, stands out for its distinct advantages. Compared to statistical-based methods, GAN-AE-based methods require less operator 
experience [8]. Compared to supervised methods that heavily rely on labeling information from experts, GAN-AE-based methods 
eliminate the need for any labeling information [33]. Moreover, GAN-AE-based methods exhibit superior performance compared 
to other unsupervised solutions while consuming fewer computing and memory resources, such as RNN-based methods [35], AE-

based methods [36], and RNN-VAE-based methods [4,5]. Hence, we mainly employ the GAN-AE-based method, USAD, [8] to detect 
anomalies in OmniFed. Please note that OmniFed can work with various anomaly detection methods, as discussed in Section 4.6. we 
have also analyzed the advantages of GAN and AE, respectively, as shown below.

(1) The advantages of Generative Adversarial Network (GAN). The GAN [37,38] can learn the complex distribution of data 
through the adversarial training of generators and discriminators to better capture the normal patterns of data and improve the 
accuracy of anomaly detection.

(2) Compression and encoding capabilities of Auto-Encoder (AE). AE [39,40] can compress the data into a low-dimensional 
representation, which helps to extract the key features of the data while removing the noise, which is beneficial for anomaly 
detection. GAN-AE combines the strengths of Generative Adversarial Networks (GAN) and Auto-Encoders (AE). The GAN im-

proves the quality of the generated model through an adversarial process, while AE is an effective technique for encoding and 
reconstructing data. Combining the two creates a powerful model for generating high-quality representations of normal data 
while identifying anomalous patterns that differ significantly from these representations. In anomaly detection, this approach is 
effective in learning normal patterns from complex data and identifying anomalies by comparing the differences between the 
generated and actual data, which is particularly useful for dealing with high-dimensional and complex datasets.

USAD uses a GAN structure to train two AE methods synchronously, as shown in Fig. 6. The method consists of a shared encoder 
and two decoders, constituting two AEs that act as a generator (𝐴𝐸1) and discriminator (𝐴𝐸2). At time 𝑡, a sliding window W𝑡 is 
input into the method, and 𝐴𝐸1 and 𝐴𝐸2 are adversarially trained. Specifically, the goal of 𝐴𝐸1 is to deceive 𝐴𝐸2 by reconstructing 
W𝑡 with W𝑡′, while 𝐴𝐸2 should distinguish between W𝑡′ and W𝑡. The loss function of GAN is defined as follows:

min
𝐴𝐸1

max
𝐴𝐸2

‖W −𝐴𝐸2
(
𝐴𝐸1 (W)

)‖2 (8)

Meanwhile, 𝐴𝐸1 and 𝐴𝐸2 should also learn the normal pattern of the data. Thus, the loss function of 𝐴𝐸1 and 𝐴𝐸2 is given in Eq. (9)

and Eq. (10), respectively.

𝐴𝐸1
= 1

𝑛
𝐴𝐸1

+
(
1 − 1

𝑛

)‖W −𝐴𝐸2
(
𝐴𝐸1 (W)

)‖2 (9)

𝐴𝐸2
= 1

𝑛
𝐴𝐸2

−
(
1 − 1

𝑛

)‖W −𝐴𝐸2
(
𝐴𝐸1 (W)

)‖2 (10)

where 𝑛 denotes the training epoch. With an increase in epochs, the focus of both loss functions shifts from improving data recon-

struction ability to adversarial training.

In the detection stage, it will calculate the anomaly score as the following equation,

𝑆 = ‖W −𝐴𝐸1 (W))‖2 + ‖W −𝐴𝐸2
(
𝐴𝐸1 (W)

)‖2 (11)

where 𝑆 is the anomaly score, and 𝑆 will be used to determine the anomaly severity.

3.4.2. Training

From the above, we can obtain a cluster-specific models. We describe the specific model as follows. In federated learning, a cluster-

specific model is an anomaly detection model specifically trained for a group (or cluster) of clients with similar characteristics. Using 
bottom-up hierarchical clustering (HAC) on the server side, clients are grouped according to their data distribution, and federated 
learning is executed within each cluster to train detection models. Each cluster has a proprietary model that is optimised to better fit 
the unique characteristics of that cluster, thus providing better performance and personalised experience compared to a single global 
model. With the anomaly detection method, as shown in Fig. 5, the FL training stage consists of three steps:

Step 1: Initialize the cluster-specific detection model 𝐺0. In the beginning, in a specific cluster, OmniFed initializes a cluster-

specific detection model 𝐺0 and sends 𝐺0 to the device in this cluster.

Step 2: Train local detection model 𝐿𝜖
𝑖
. As soon as receiving the cluster-specific detection model 𝐺𝜖 , 𝑒𝑖 will use local dataset X𝑖

to update the received anomaly detection model. In this step, each customer device’s local detection model 𝐿𝜖
𝑖

can undertake certain 
anomaly detection tasks on local devices, but the performance of 𝐿𝜖

𝑖
is limited because of the small amount of training data on 𝑒𝑖 . 

Finally, 𝑒𝑖 uploads 𝐿𝜖
𝑖

to device vendor 𝑆 .

Step 3: Aggregate cluster-specific detection model 𝐺𝜖+1. After gathering all local detection models, the device vendor will 
aggregate the parameters of models with FedAvg [9] as follows

𝜖+1
𝑚∑ 𝑣𝑖 𝜖
9

𝐺 =
𝑖=1 𝑣

𝐿
𝑖

(12)
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Fig. 6. The network architecture of GAN-AE-based models. 𝐴𝐸1 and 𝐴𝐸2 are adversarially trained and used to detect real-time anomalies.

where 𝑣𝑖 denotes the amount of training data at 𝑒𝑖 , 𝑣 denotes the total amount of all training data of all the devices in this cluster, and 
𝑚 denotes the number of devices in this cluster. With aggregation, the cluster-specific model 𝐺𝜖+1 can take advantage of the large 
amount of training data in the cluster. In this way, the cluster-specific detection model 𝐺𝜖+1 outperforms each customer device’s local 
detection model 𝐿𝜖

𝑖
.

After getting a new cluster-specific detection model 𝐺𝜖+1 , 𝑆 sends 𝐺𝜖+1 to the devices in this cluster and iteratively runs Step 2
and Step 3 until the model convergence. The anomaly detection model 𝐺 can be replaced by any other unsupervised MTS anomaly 
detection method. This way, OmniFed eliminates dependence on the labeled data, which solves the third challenge.

3.5. Device anomaly detection

The unsupervised MTS anomaly detection model iteratively trains local and cluster-specific anomaly detection models for anomaly 
detection, predictive maintenance, or other tasks. After the FL-based training stage, each cluster will have a cluster-specific MTS 
anomaly detection model 𝐺, and 𝐺 will be deployed on the corresponding device as shown in Fig. 5. At time 𝑡, W𝑡 is preprocessed 
before inputting to model 𝐺, and 𝐺 will get an anomaly score. A higher anomaly score implies that W𝑡 is more likely to be anomalous. 
To detect anomalies more automatically, OmniFed sets anomaly score thresholds for each device with Peaks-Over-Threshold (POT) 
[41]. When the anomaly score is above the threshold, the device is regarded as anomalous, and the operator is alerted.

Adaptation to new devices. Adding new devices dynamically is very common in MaaS. The operators hope to immediately 
apply the MTS anomaly detection method to the new devices. OmniFed can achieve this goal in the following ways. After the new 
device uploads its local AE model 𝜄𝑛𝑒𝑤, 𝑆 will compare the distance between 𝜄𝑛𝑒𝑤 and the current AE model clusters and assign the 
cluster-specific MTS anomaly detection model of the closest cluster to the new device. Note that, with a small amount of MTS data, 
the clustering algorithm can accurately determine the device’s cluster, but it is difficult to train an accurate MTS anomaly detection 
model for this device.

4. Evaluation

In this section, we aim to answer the following research questions (RQs):

RQ1: Is OmniFed effective in detecting anomalies?

RQ2: How does the clustering stage affect the performance of OmniFed?

RQ3: How do the hyperparameters of OmniFed affect its performance?

RQ4: Can OmniFed adapt to newly added devices?

RQ5: Is OmniFed efficient enough to be deployed to real-world scenarios? Can OmniFed be compatible enough to work with 
different lightweight anomaly detection models other than GAE-AE-based methods?

4.1. Experiment setup

Dataset. In order to ensure the diversity and realisticness of the datasets, we collected two datasets (the non-public dataset 𝐃𝟏
and the public dataset 𝐃𝟐

3) from the Web servers of a top global online video service provider in application server scenarios. We use 
two datasets, 𝐃𝟏 and 𝐃𝟐, to validate the performance of OmniFed and the baseline methods. For 𝐃𝟏, we request the operators to label 
10
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Table 2

Detailed information of the experimental datasets.(‘#’ denotes the amount of data, while the 
symbol ‘%’ denotes the percentage of anomalies.)

Data #Entities #Metrics Time Interval #Train #Test Anomalies(%)

D1 303 19 30 sec 1440 576 3.70

D2 12 19 5 min 8640 4320 4.61

Table 3

The F1-Score, Precision, and Recall of OmniFed and baseline methods on two datasets.

Method Kernel Parameter 𝐃𝟏 𝐃𝟐

F1 Precision Recall F1 Precision Recall

OmniFed 𝑁 = 4, 𝑍 = 10 0.921 0.873 0.975 0.932 0.907 0.958

CNN-LSTM 𝜂 = 1𝑒− 3, 𝜌 = 0.3 0.806 0.790 0.822 0.803 0.671 0.999

AMCNN-LSTM 𝜂 = 1𝑒− 3, 𝜌 = 0.3 0.802 0.711 0.919 0.762 0.742 0.784

FedAnomaly 𝜂 = 1𝑒− 5, ℎ = 128 0.565 0.522 0.615 0.871 0.855 0.887

PeFad 𝑙 = 100, ℎ = 8 0.430 0.655 0.375 0.608 0.744 0.536

the anomalies in the testing data according to the server’s performance, and the labeled dataset is available4. More details can be 
seen in §2.3. To show the generality of OmniFed, we experimented with another public dataset, 𝐃𝟐 , provided by [5]. The application 
server datasets (𝐃𝟐) for multivariate time series anomaly detection and interpretation, which contains 45-day-long MTS data from 12 
different entities (each for a server). Each server is monitored with 19 metrics characterizing the status of the server every 5 minutes. 
The first 30-day data are used for training (the last 30% data in the training set are kept for validation), and the last 15-day data are 
used for testing. As shown in Table 2, the characteristics of the datasets in the experiment are described, including number of entities, 
metrics, train and test, time interval, and anomaly rate. The number of entities ranges from 12 to 303, while the number of metrics 
is 19. It is worth noting that the percentage of anomalies ranges from 3.70% to 4.61%, and that anomalies occur at least once a day 
almost every day. Specifically, for 𝐃𝟏, the distribution of all types of anomalies is more balanced. While 𝐃𝟐 mainly consists of global 
anomalies, contextual anomalies and pattern anomalies.

Experimental setup. We list the kernel parameters of each baseline method, as shown in the second column of Table 3, to fit the 
federated learning clustering scenario in OmniFed. In a federated learning clustering scheme, 𝜌 is the gradient compression threshold 
that can determine a similar threshold to balance communication efficiency and model accuracy. 𝜂 is the learning rate to ensure 
stable convergence, ℎ is the hidden layer size to manage the complexity of the clustering task, 𝑙 is the sliding window size to capture 
temporal patterns in the data, and 𝑁 is the number of clusters affecting the convergence of the detection model for each cluster. 
𝑍 , as the dimension of the latent space, can capture valuable information and make the F1-Score converge. By tuning these kernel 
parameters of each method to perform better in a running joint learning environment, the anomaly detection model is ensured to be 
both efficient and effective for the specific data patterns encountered in each cluster.

Performance metrics. To evaluate anomaly detection performance, we compare the output of an MTS anomaly detection method 
with the anomaly labels. We denote a false positive (𝐹𝑃 ) as wrongly reporting a normal MTS sliding window as an anomaly, a 
false negative (𝐹𝑁) as wrongly reporting an anomalous MTS sliding window as normal, and a true positive (𝑇𝑃 ) & true neg-

ative (𝑇𝑁) as correctly reported for normal and abnormal MTS sliding windows. We use Precision = 𝑇𝑃

𝑇𝑃+𝐹𝑃
, Recall = 𝑇𝑃

𝑇𝑃+𝐹𝑁
, 

F1-Score = 𝟐 × 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧× 𝐑𝐞𝐜𝐚𝐥𝐥
(𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧+𝐑𝐞𝐜𝐚𝐥𝐥) to represent the anomaly detection accuracy, where F1-Score reflects the comprehensive capability 

that considers both Precision and Recall, so we prefer to pay more attention to F1-Score. Criteria for the F1-Score evaluation func-

tion is a point-adjusted (range-based) [42] evaluation metric. The entire anomalous segment is deemed correctly detected if any point 
in a ground truth anomaly segment is detected. In our study, we employ the point-adjusted F1-Score to evaluate the performance of 
the algorithms. We directly count the 𝑇𝑃 , 𝐹𝑃 , and 𝐹𝑁 to calculate the F1-Score for each instance. For a dataset, we aggregate the 
𝑇𝑃 , 𝐹𝑃 , and 𝐹𝑁 from all entities in the dataset and compute the overall F1-Score.

Implementation & Environment. We implement OmniFed with Python 3.6 and set hyperparameters best for accuracy, which is 
investigated in §4.4. We simulated the context of MaaS on a machine with 20 Intel(R) Xeon(R) CPU E5-2650 v4 @ 2.20GHz and 155 
GB RAM in a docker container running Linux version 5.13.0.

Baseline approaches. We compare OmniFed with three state-of-the-art FL anomaly detection frameworks: CNN-LSTM [43], 
AMCNN-LSTM [44], and FedAnomaly [45]. The parameters of these methods are set best for F1-Score.

4.2. Overall Performance (RQ1)

The Table 3 compares the accuracy of OmniFed and baseline approaches in anomaly detection. Overall, OmniFed gets the best 
average F1-score of 0.926 on the two datasets, significantly higher than the best baseline methods. Because clustering eliminates 
the effect of non-iid data, FL improves USAD’s performance by indirectly using the device’s local dataset to train the cluster-specific 
11
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Fig. 7. Ablation Study. The effect of (a) clustering and cluster number (1 represents no clustering); (b) representation model; (c) similarity measurement methods.

detection model. FedAnomaly presents the second worst from last performance on 𝐃𝟏 and the second best on 𝐃𝟐 because there is a 
large proportion of anomalies with pattern shifts in 𝐃𝟏 , which FedAnomaly can handle well. PeFad [46] has the worst performance 
in three indicators on both datasets. Since it detects anomalies in specific time series datasets, this limits the model’s generalization 
ability. CNN-LSTM and AMCNN-LSTM both adopt the strategy of gathering gradients from the local detection model instead of the 
parameters of the detection model. Although CNN-LSTM achieves the highest Recall on 𝐃𝟐 , its precision on 𝐃𝟐 is low. The reason is 
that 𝐃𝟐 contains numerous anomalies with extreme values that can be easily detected, and the global detection model fails to adapt 
to diverse data patterns, thus treating normal data as an anomaly.

In addition, we compare the performance metrics of precision and recall between OmniFed and other baseline methods in anomaly 
detection. OmniFed has the highest average precision and recall scores of 0.89 and 0.97 on the two datasets, significantly higher than 
the best baseline method. However, the recall score on In addition, we compare the performance metrics of precision and recall 
between OmniFed and baseline methods in anomaly detection. OmniFed has the highest average Precision and recall scores of 0.89 
and 0.97 on the two datasets, significantly higher than the best baseline method. However, the recall score on the 𝐃𝟐 dataset is 
not as high as CNN-LSTM. This is because the 𝐃𝟐 dataset has fewer entities and fewer devices for the federated learning scenario, 
resulting in fewer kinds of clustering. Specifically, the model tends to predict the majority class and ignore the minority class, so the 
positive class samples are missed, and more minority class samples cannot be identified, which affects the recognition of positive 
class samples by the global model and leads to a decrease in recall. However, CNN-LSTM can extract useful local features through 
filters, and even if the number of entities is small, it can ensure that positive class samples are successfully detected and avoid the 
situation that the model is biased towards the majority class, so the recall performance is high. In addition, FedAnomaly, PeFad, 
and AMCNN-LSTM have poor performance on the two big datasets. This is due to the fact that when the model is trained locally, 
the model updates with more false positives may introduce more noise, and the global model converges slowly in the aggregation 
process, resulting in extremely low precision and recall performance. The dataset is not as high as CNN-LSTM. This is because the 𝐃𝟐
dataset has fewer entities and fewer devices for the federated learning scenario, resulting in fewer kinds of clustering. Specifically, the 
model tends to predict the majority class and ignore the minority class, so the positive class samples are missed and more minority 
class samples cannot be identified, affecting the recognition of positive class samples by the global model and decreasing recall. 
However, CNN-LSTM can extract useful local features through filters, and even if the number of entities is small, it can ensure that 
positive class samples are successfully detected and avoid the situation that the model is biased towards the majority class, so the 
recall performance is high. In addition, FedAnomaly, PeFad, and AMCNN-LSTM have poor performance on the two big datasets. This 
is since when the model is trained locally, the model updates with more false positives may introduce more noise, and the global 
model converges slowly in the aggregation process, resulting in extremely low precision and recall performance. In short, OmniFed
12
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Fig. 8. Effect of hyperparameters. Precision, Recall, and F1-score as a function of (a) the window size; (b) the dimension of the latent space; (c) the local train epoch; 
and (d) the layers of the model used for clustering.

4.3. Ablation Study (RQ2)

We study the impact of device clustering, representation models, and different model similarity measurement methods. The results 
are shown in Fig. 7.

Number of clusters. This hyperparameter determines the number of clusters and cluster-specific models. As shown in Fig. 7 (a), 
cluster number 1 means that models with different standard patterns are aggregated together, and as a result, the F1-Score is only 
0.789, the lowest. With the number of clusters increasing, models with different standard patterns are divided into various groups, and 
the performance of cluster-specific models improves simultaneously. After the number reaches by 𝑁 = 4, the performance converges. 
A moderate number of clusters not only reduces the differences between devices but also ensures that the device characteristics within 
each cluster are similar enough to improve the convergence speed of the model.

Different representation model. In Fig. 7 (b), we compare AE with CNN and VAE to show the representation models’ differences. 
AE achieves the best result among these three models, and CNN’s performance is close to AE’s because both AE and CNN attempt to 
reconstruct data shape. On the other hand, VAE’s performance drops significantly because it focuses on reconstructing the distribution, 
which does not precisely represent the devices’ MTS data.

Different distance method. Euclidean Distance, Manhattan Distance, and Cosine Similarity can be used to measure the similarity 
between two models. As shown in Fig. 7 (c), the performances of OmniFed using these three distances are close to each other because 
they all effectively reflect the data pattern. As long as the similarity between representation models is measured, the downstream 
anomaly detection models can achieve satisfactory results.

4.4. Effect of Hyper-parameters (RQ3)

We investigate the impact of different hyperparameters and factors in clustering that can affect anomaly detection performance 
on 𝐃𝟏.

Window size. The first hyperparameter is the window size of the sliding window 𝐿, which determines the length of MTS data for 
model learning. Fig. 8 (a) presents the obtained results for five different window sizes 𝐿 ∈ [5,20,50,100,144]. The best outcome is 
achieved by 𝐿 = 144. Because the dataset’s period is one day, and the values are collected every 30 seconds, there will be 144 × 20 =
2880 time points for one day, and the window size of 144 can better capture the patterns of the dataset.

Dimension of latent space. AE maps original data into a low-dimension latent space 𝑍 ; the higher the dimension of the hidden 
space, the more practical information can be captured and the less likely it is to overfit. We thus study the effect of latent space and 
present the result in Fig. 8 (b) with 𝑍 ∈ [5,10,30,60]. When 𝑍 = 5, the dimension of latent space is too small to capture valuable 
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information. When 𝑍 reaches 10, the F1-score converges. Hence, we adopt ten as the dimension of latent space.
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Table 4

Anomaly detection results of the local and cluster-

specific models of the corresponding cluster.

Method F1 Precision Recall

Local Model 0.863 0.836 0.892

Cluster Model 0.919 0.894 0.945

Table 5

The time consumption of OmniFed and those of each stage.

Total Time Clustering Local Training Global Aggregating

1924.69s 443.60s (23%) 1383.23s (73%) 97.86s (4%)

Table 6

The F1-Score, Precision, and Recall of different anomaly detection methods deployed 
with OmniFed or without OmniFed.

Method
without OmniFed with OmniFed

F1 Precision Recall F1 Precision Recall

GAN-AE-based 0.784 0.695 0.898 0.921 0.873 0.975

LSTMAE 0.812 0.717 0.935 0.878 0.812 0.957

VAEpro 0.587 0.512 0.686 0.745 0.693 0.807

Local training epoch. Local training epochs decide the length of AE’s training. Generally, with the number of epochs increasing, 
the training time and training cost also increase. As shown in Fig. 8 (c), when the local training epoch reaches 10, OmniFed ’s F1-score 
converges. Considering the performance and training cost, we set the local training epoch at 10.

Layers of AE. The final factor is the layers used for clustering. To further ensure the security of privacy, we only upload part of 
AE (the encoder or the decoder) to cluster devices because the encoder (decoder) works as a complete module, and the parameters 
of the encoder (decoder) can be regarded to represent the patterns of the MTS data. As shown in Fig. 8 (d), compared with using the 
whole AE, using only the encoder (decoder) will not have a noticeable effect on the results but will improve privacy security.

4.5. New Device Addition (RQ4)

The devices in FL are dynamic because enterprises always buy new devices. To consider the newly deployed devices, we do the 
simulation experiment on 𝐃𝟏 by extracting 10% of the devices as new devices and training models based on the remaining devices. 
Then, we detect anomalies on a new device with the local model trained with the local data and the corresponding cluster-specific 
model according to § 3.3, respectively. As listed in Table 4, the F1-score of the cluster-specific model is 5% higher than the local 
model. So, OmniFed can handle the scenario of deploying new network devices.

4.6. Feasibility Study (RQ5)

To evaluate the feasibility of OmniFed in real-world scenarios, we simulate and measure the running time of OmniFed on the real 
dataset 𝐃𝟏. As listed in Table 5, OmniFed takes 1924 seconds (0.53 hours) to train global anomaly detection models in a MaaS scenario 
with 303 devices in 10 global epochs, which is an acceptable time compared with the length of the training data, i.e., seven days or 
even more. Training the local model accounts for 73% of the total time due to the large volume of MTS data collected from each 
device and the repeated training epochs. In addition, the training step is distributed on each device, so it does not require too many 
computing resources from the device vendor. The clustering stage accounts for 23% of the time due to the training of AE. Compared 
with the whole workflow, this is not the majority of the consumed time and is acceptable. The aggregating stage only accounts for 
4% of the time because this stage does not involve complicated neural network training. Moreover, to ensure the time efficiency of 
OmniFed, we adopt a lightweight anomaly detection model with a size of only 6.6 MB. With this size, the AE model will not have too 
many parameters in the network, which helps to save time in training, uploading, aggregating, and downloading models. In summary, 
OmniFed is efficient enough to be employed in real-world scenarios to train the anomaly detection models. After being deployed in 
the devices, these models will detect anomalies in time, which will cost only a little time (decided by the complexity of the anomaly 
detection model self).

To show the compatibility of OmniFed, we deploy OmniFed with different lightweight unsupervised anomaly detection models, 
including the GAN-AE-based method [8], LSTMAE [24], VAEpro [47]. As listed in Table 6, with OmniFed, the performance of all the 
unsupervised anomaly detection models is improved by an average of 12.1%. Most unsupervised anomaly detection works learn the 
normal patterns and detect the anomaly when the input data differs significantly from the normal pattern. Still, if the local model’s 
normal patterns differ, the aggregated model will confuse true normal patterns. With the clustering strategy of OmniFed, local models 
with similar normal patterns are grouped and generated into one model specified for their data pattern. In this way, the negative 
14

impact of non-iid data is minimized.
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Fig. 9. In the MaaS, OmniFed is applied in FL to detect anomalies on servers from different business operations scenarios.

Conclusion: OmniFed performs better detecting anomalies than CNN-LSTM, AMCNN-LSTM, and FedAnomaly (§4.2). Moreover, the 
ablation study proves the necessity of clustering. The hyperparameters of OmniFed can be set to a suitable value by referencing §4.4. 
Besides, OmniFed is suitable in the scenario where new devices will be deployed. OmniFed is also promising in deploying in real-world 
scenarios, for it is time-efficient and compatible with various downstream anomaly detection methods.

5. Discussion

5.1. The application scenarios of OmniFed

In the MaaS scenario, to investigate the feasibility of OmniFed application in FL, we detect anomalies on servers from different 
business operations scenarios. As shown in Fig. 9, the experiment can be performed by simulating a MaaS scenario in a running 
docker container. This contains multiple server nodes, each representing a client device.

We conducted an empirical study on a real-world dataset 𝐃𝟐 collected from application server devices of large Internet companies. 
It includes 12 servers deployed in 4 different customer enterprises (e.g., 𝑒1 , 𝑒2, ..., 𝑒12 are deployed in finance, hospitals, government, 
and internet) of 45 days long MTS data. Three experienced operations experts manually clustered the 12 devices into different clusters, 
each with the same MTS data pattern. Each server was monitored every 5 minutes using 19 metrics, including CPU-related metrics, 
memory-related metrics, network metrics, virtual machine metrics, etc. The first 30 days of data are used for training, and the last 
15 days are used for anomaly detection across devices. The sensitive information in the data (e.g., IP address, metric names, concrete 
timestamps) has been removed to protect the confidentiality of data providers. To provide the Maas, the central server 𝑆 distributes 
the global model 𝐺𝜖 . The server providers distribute the global anomaly detection model 𝐺𝜖 as a maintenance tool to these local 
servers 𝑒𝑖. 𝑒𝑖 uses its local dataset X𝑖 to update the received global model 𝐺𝜖 and obtains the local model 𝐿𝜖

𝑖
, which is then uploaded to 

the central server 𝑆 . The server 𝑒𝑖 then uploads the new global anomaly detection model 𝐺𝜖+1 to monitor its MTS data continuously. 
We use an online tool to monitor the status of individual client enterprise servers and determine if there are any anomalies. Upon 
testing, it can be seen that OmniFed takes about 0.46 hours to train the global anomaly detection model using 12 servers in 10 global 
epochs. This is an acceptable time compared to the time taken to train the data, which is 30 days or more.

In addition, we found that 𝐺𝜖 detects anomalous MTS data over one month, and operators can detect anomalies once a day on 
average. By performing the bottom-up HAC clustering in federated learning, we achieve that the cluster-specific model achieves about 
15% improvement in detection accuracy over the single-server-trained model, as well as about 20% reduction in false positives for 
the federated-trained model. In this way, the OmniFed provides server providers with high-quality and efficient MaaS operation and 
maintenance services with high detection rates, low false positives, and low risk of data leakage, thus enhancing customer satisfaction. 
Moreover, OmniFed reduces O&M costs by automating anomaly detection and predictive maintenance in the MaaS, achieving anomaly 
pattern recognition capability and response speed, reducing manual intervention, and reducing repair costs and downtime losses due 
to failures. Through the above-detailed explanation and experimental description, we can clearly see the practical application and 
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significant benefits of the OmniFed framework in the MaaS scenarios.
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5.2. Limitations and future work

5.2.1. The privacy protection of OmniFed

In order to better protect the privacy security of local device data in practical application scenarios, we reduce the potential 
privacy risks through multi-level protection in both the model design phase and model training phase and by combining the following 
techniques.

(1) Model Design Phase

Avoiding partial parameter leakage. We upload only some of the AE model parameters to avoid leaking certain information 
about the original data. In particular, the decoder or encoder parameters contain sensitive features, and the attacker cannot 
directly obtain information about the original data, which reduces the risk of data leakage.

Reconstruction attack. We only upload part of the model parameters, reducing the data leakage risk. However, the attacker 
may still be able to reverse reason about the original data by inferring the model structure and training data distribution. The 
exposure of decoder parameters may allow an attacker to reconstruct part of the original input data, especially if the latent 
representation generated by the encoder contains sufficient information.

To mitigate the risk of reverse engineering attacks, we designed the AE model to minimize the amount of identifiable personal 
information contained in the latent representation. Combined with a priori knowledge [48–50], the model structure is optimized 
to make it difficult to reconstruct the original data even if the decoder is compromised.

(2) Model Training Phase

Avoid breaching the server. In federated learning, randomly initializing the unuploaded partial parameters in each round of 
training can reduce the risk of information leakage caused by fixed parameters. In addition, multiple participants slice and dice 
the AE model parameters, randomly selecting different segments to upload their partial parameters each time, making it more 
difficult for attackers to reconstruct the complete model. This random initialization and parameter slicing allows us to learn 
training data patterns without leaking private information. An attacker cannot combine partial parameters uploaded by multiple 
clients to reconstruct the original data or infer sensitive information to break the central server.

Clustering leakage attack. Even if partial parameters are uploaded using parameter slicing, and the clustering model uses the 
output of the auto-encoder as input, the decoder or encoder parameters may reveal critical information about the clustering of 
the data. An attacker can indirectly leak the information structure of the original data by analyzing the uploaded parameters and 
inferring the centroids of the clusters or the similarities between the classes.

To counteract the risk of back-propagation of clustering results, we cluster devices based on AE models trained on their MTS 
data (AE model-based clustering) instead of their original MTS data. The gradients shared during model aggregation do not leak 
information about the local data, which prevents the server from directly accessing or inferring the local model parameters of 
each participant. This makes it difficult to recover the original data even if the server is compromised.

5.2.2. The scalability of OmniFed

To extend OmniFed ’s scalability in scenarios involving many devices or diverse data sources, it’s essential to tackle challenges 
related to clustering, edge device synchronization, and dimensionality reduction. Below is an in-depth discussion of these aspects.

(1) Clustering and Selecting Representative Devices or Data Types

The OmniFed employs a clustering mechanism to handle a large number of devices efficiently. The key is that the number of 
clusters does not scale proportionally with the number of devices, remaining within the range of 10-20 clusters, where each 
cluster represents a distinct data source type.

Challenge. The risk here lies in ensuring that each cluster accurately represents the diversity of data types within the system. If 
the clustering becomes too generalized, it might lead to over-representation of some data types while under-representing others.

Solution. To maintain scalability, selecting highly representative devices within each cluster ensures that only the most critical 
updates are sent to the central server. This approach balances the trade-off between efficiency and diversity, ensuring that 
the system doesn’t become overwhelmed with redundant updates as more devices join the network. Additionally, dynamic 
clustering [16] could be used to recalibrate clusters based on evolving data patterns, thus maintaining robust model performance 
across various data types.

(2) Synchronizing Training Across Edge Devices with Resource Matching

The OmniFed emphasizes the synchronization of edge devices during distributed training. Each device contributes model updates 
based on its computational capacity, which is carefully matched to its task. Importantly, central aggregation handles updates 
without significant overhead, ensuring the system doesn’t incur increased training costs, even as device numbers grow.

Challenge. In large-scale systems, heterogeneous devices with varying computational powers and connectivity could disrupt 
synchronization. If slower or less capable devices fail to communicate efficiently, the overall system performance may be affected.

Solution. Asynchronous updates can be introduced to address this issue. Instead of requiring all devices to synchronize simulta-

neously, devices submit updates [51] based on their schedules and capabilities. This reduces bottlenecks and ensures that more 
capable devices continue contributing without being delayed by slower ones. Moreover, the system could prioritize receiving 
updates from more representative [52] clusters to maintain model quality without waiting for every device to report.
16

(3) Dimensionality Reduction to Minimize Communication Overhead
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Enhancing OmniFed ’s scalability is one of the core strategies to reduce the communication burden by applying downsizing 
techniques. The model parameters, typically in high-dimensional space [53], are mapped into lower dimensions, thus reducing 
the volume of data transmitted between edge devices and the central server.

Challenge. The major risk in this approach is information loss. If the dimensionality reduction is too aggressive, important 
features might be lost during compression, negatively impacting the model’s accuracy.

Solution. To mitigate this risk, OmniFed could adopt advanced dimensionality reduction methods such as model pruning, quan-

tization, and federated dropout. These methods allow for selective reduction, ensuring that only the least important model 
parameters are dropped or compressed. This approach ensures the system can scale to large device networks without compro-

mising model performance by preserving critical information while minimizing the data payload.

Through the above analysis, the OmniFed framework can effectively address the challenges posed by the number of devices and 
diverse data sources, maintaining good scalability. These strategies not only help control computational and communication overhead 
but also ensure the model’s performance and data diversity, making the framework more adaptable for real-world applications. 
However, challenges such as device heterogeneity and network instability may still arise in practical deployments. Future research 
could further explore ways to tackle these issues, enhancing OmniFed ’s practicality and robustness.

6. Related work

6.1. Federated learning

FL is a distributed framework proposed for more privacy-preserving learning [20,22]. Briggs et al. [14] use the supervised model’s 
parameters to cluster devices into groups to soften the impact of non-iid data. Wang et al. [15] prove that the number of labels can 
directly act on the model’s parameters. Abdel-Basset et al. [13] uses the semi-supervised model to detect anomalies in intelligent 
grids with FL. CNN-LSTM [44] and AMCNN-LSTM [43] are proposed to detect anomaly with using gradient compression to upload 
parameters. FedAnomaly [45] conducts a light-weight detection model to detect anomalies in FL, and only shares model updates 
(such as gradients or model parameters) with a central server, rather than sharing raw data. However, it shows that the different data 
shapes can lead to a worse global model performance. Fed-ExDNN [55] allows local devices to learn and send only the necessary model 
updates to the central server, which ensures that sensitive data remains on the local devices. But, it does not adapt to the differences 
between edge devices. Fed-SMAE [54] specifically uses the distributed training framework to keep raw data on local devices, thereby 
reducing the risk of data leakage and privacy concerns. However, it does not take into account the problem of data heterogeneity and 
differences in characteristics between device groups in different customer enterprises. PeFad [46] ensures the privacy of the original 
data and the validity of the synthesized data by constraining the mutual information and the model distance, but longer synthesized 
time series can introduce redundant or noisy information, which can degrade the model performance. These studies protect data 
privacy by deploying a federated learning framework on edge devices, which enables individual devices to collaboratively train 
anomaly detection models without the need to transmit the raw dataset to a central server. However, they cannot solve the problem 
of different normal patterns for MTS anomaly detection. OmniFed studies this topic on an unsupervised model and proposes the 
clustering solution to combine FL with anomaly detection.

6.2. Anomaly detection

The anomaly detection model for MTS can be roughly classified into the statistical-based model, supervised DL model, and unsu-

pervised DL model. Due to the absence of labeling, we mainly use the unsupervised DL model.

Statistical-based model. This model type identifies all data far from the mean center as anomalies [31,32], which uses statistical 
methods to implement this target. Statistical-based models are lightweight and require no training but usually require lots of manual 
setups.

Supervised model. Supervised strategies are adopted to train the anomaly detection model for more complex MTS. This work 
uses machine learning methods, such as SVM [34] and KNN [33], to achieve anomaly detection. Supervised models need a labeled 
dataset, which is difficult to obtain in a real-world environment.

Unsupervised model. For unsupervised training, OmniAnomaly [4], InterFusion [5], and SDFVAE [23] respectively add various 
modules to the model to improve its effectiveness, resulting in the model parameter scale being too large. Li et al. [22] prove that the 
model in FL should be lightweight for the communication cost. Based on this need, LSTMAE [24] uses stacked LSTM networks for 
anomaly/fault detection. VAEpro [47] proposes an approximate probabilistic model to find better latent distribution for anomalous 
input. USAD [8] uses adversarial training to train the model for detecting anomalies.

6.3. Clustering strategies

Existing studies focus on clustering the MTS data with raw data. ROCKA [17] cluster time series with DBSCAN with normalized 
cross-correlation distance. SPCA+AED [26] uses fuzzy clustering to consist of the PCA similarity factor with the average-based Eu-

clidean distance. Mc2PCA [25] constructs common projection axes as the prototype of each cluster and uses the reconstruction error 
to reassign the cluster member. OmniCluster [7] uses 1D-CNN and future extract before clustering MTS to reduce calculating time 
17

and improve clustering accuracy.
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All these methods cluster on the raw data, including sensitive information, and OmniFed adopts a strategy of using model param-

eters instead, which is less likely to result in a privacy breach.

7. Conclusion

In the MaaS scenario, the device vendors need to protect the privacy of the customer enterprises’ data in MTS anomaly detec-

tion. Our pilot experiments on the MTS of 303 devices show that the MTS data patterns are highly consistent with the parameters 
of AE models trained based on them. To preserve privacy in anomaly detection, we propose OmniFed, an unsupervised FL-based 
MTS anomaly detection framework. OmniFed clusters devices based on the parameters of AE models trained using the MTS data of 
each device and then trains cluster-specific anomaly detection models in a privacy-preserving manner. Finally, OmniFed distributes 
cluster-specific models to edge devices for real-time anomaly detection. Evaluation using two real-world datasets shows that OmniFed

outperforms existing approaches and exhibits excellent promise for deployment in real-world scenarios.
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