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ABSTRACT
Understanding time series is crucial for its application in real-world
scenarios. Recently, large language models (LLMs) have been in-
creasingly applied to time series tasks, leveraging their strong lan-
guage capabilities to enhance various applications. However, re-
search on multimodal LLMs (MLLMs) for time series understanding
and reasoning remains limited, primarily due to the scarcity of
high-quality datasets that align time series with textual informa-
tion. This paper introduces ChatTS, a novel MLLM designed for
time series analysis. ChatTS treats time series as a modality, simi-
lar to how vision MLLMs process images, enabling it to perform
both understanding and reasoning with time series. To address the
scarcity of training data, we propose an attribute-based method for
generating synthetic time series and Time Series Evol-Instruct to
generates diverse Q&As for enhanced reasoning capabilities. To
the best of our knowledge, ChatTS is the first MLLM that takes
multivariate time series as input for understanding and reasoning,
which is fine-tuned exclusively on synthetic datasets. We evaluate
its performance using benchmark datasets with real-world data,
including six alignment tasks and four reasoning tasks. Our results
show that ChatTS significantly outperforms existing vision-based
MLLMs (e.g., GPT-4o) and text/agent-based LLMs, achieving a 46.0%
improvement in alignment tasks and a 25.8% improvement in rea-
soning tasks. We have open-sourced the source code, model check-
point and datasets at https://github.com/NetManAIOps/ChatTS.
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Q: Are there any fluctuations in the Success Rate?

A: Yes. There are continuous downward spikes.

Q: Are there other metrics exhibiting abnormal behavior 
near this point? What might have happened?

A: Disk I/O, Memory Usage, and CPU Usage all experienced 
abnormal fluctuations around this point. This suggests that the 
system may have encountered an overload or I/O anomaly.
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Figure 1: Example of a time series-related dialogue.

The source code, data, and/or other artifacts have been made available at
https://github.com/NetManAIOps/ChatTS.

1 INTRODUCTION
Multimodal large language models (MLLMs) have recently achieved
significant progress in vision-language tasks, showing exceptional
performance even in scenarios requiring complex understanding
and reasoning [9, 31, 37, 58]. However, this success has not been
replicated in the time series domain. Even though some studies have
attempted to integrate LLMswith time series, such as TimeLLM [26],
they usually only focus on specific classical time series tasks (e.g.,
forecasting) rather than understanding, reasoning, and dialogue
based on time series attributes, as well as integrating into existing
LLM workflows. Moreover, recent studies indicate that LLMs still
struggle with zero-shot reasoning about time series [43]. This is
particularly significant because time series analysis, widely applied
in domains such as electricity [53], healthcare [46], traffic [33],
weather [36], and finance [50], frequently requires understanding
and reasoning about time series patterns. Therefore, the ability to
reason using both text and time series data is a critical capability
for MLLMs, enabling them to support human decision-making by
providing natural language explanations that align with human
logic. Figure 1 illustrates such an example in an AIOps [66] scenario
where understanding and reasoning aboutmultivariate systemmon-
itoring time series are achieved through natural language dialogue,
thereby improving the diagnostic and troubleshooting process.

Existing LLM-based methods for understanding and reasoning
about time series attributes can be broadly categorized into text-
based, vision-based, and agent-based approaches. Text-based meth-
ods directly use LLMs by structuring historical observations as
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raw text [8]. However, these methods are often constrained by the
limitation of prompt length and generally perform poorly in under-
standing the global features of time series compared to vision-based
methods. Vision-based methods utilize vision MLLMs, which accept
plot figures of time series data [43], such as GPT-4o [5] or Qwen-
VL [9]. While these methods can better capture global features,
they are limited by the resolution of the plotted figures and face
challenges in accurately interpreting the details. Recent works also
show how agents can leverage time series analysis tools to interact
with LLMs [52, 68]. However, the ability of agents to understand
time series is restricted by the functionality of the tools.

Therefore, there is a strong need for TS-MLLM, a MLLM that can
naturally handle time series, akin to how vision MLLMs process
images. TS-MLLMs can effectively model global/local patterns and
inter-series relationships in multivariate time series (MTS), where
existing models have struggled. By incorporating textual inputs,
they enable broader applicability with existing LLM pipelines. This
allows novel tasks like citing temporal patterns as evidence, making
interpretable reasoning, and responding to complex dynamics [43].

However, developing TS-MLLMs with effective understanding
and reasoning ability faces several core challenges. First, multi-
modal time series data, especially “Language+TS” data, is extremely
scarce [15, 27, 43]. This is fundamental for TS-MLLMs to develop
time series understanding and reasoning capabilities. Unlike modal-
ities such as images, almost no research focuses on the language
alignment of time series. Second, time series exhibit rich shape and
numerical attributes (e.g., local fluctuation types and amplitudes),
requiring diverse and accurate textual descriptions for effective
alignment. Third, real-world time series are often variable-length,
multivariate, and interdependent. Unlike other modalities, under-
standing MTS heavily relies on capturing inter-series correlations
(Figure 1). Finally, there is a lack of suitable benchmarks and evalu-
ation methods for TS-MLLMs.

To address the challenges above, we innovatively propose a
method to fine-tune a pre-trained LLM for TS-MLLMs solely using
synthetic time series and text data. An important reason is that
synthetic time series data for time series model training has shown
good results [21]. However, current methods are difficult to apply
directly because time series-text alignment tasks require both pre-
cise and diverse time series attribute descriptions. Therefore, we
propose an attribute-based method for generating synthetic time
series and precise text attributes to facilitate the modal alignment
of time series with LLMs. Compared with existing studies on syn-
thetic time-series generation [21, 61], the proposed attribute-based
time-series generation method provides precise textual attributes
for each detailed pattern of the time series, laying a foundation for
generating diverse text data. Furthermore, to equip MLLM with
enhanced time series understanding and reasoning capabilities, we
propose the Time Series Evol-Instruct (TSEvol) algorithm. Through
the diverse combinations of attributes and tasks, TSEvol can gener-
ate diverse time series Q&A datasets through evolutions, thereby
enhancing the model’s overall performance. To handle multivariate
time-series inputs and fully preserve semantic information, we pro-
pose ChatTS, trained using the generated synthetic datasets. ChatTS
employs a context-aware time-series encoder capable of encoding
time series of (theoretically) arbitrary length and quantity while
retaining their original numerical information. Finally, to support

comprehensive evaluation regarding both language alignment and
time series reasoning, we have collected evaluation datasets com-
prising both real and synthetic time series. These datasets include
both alignment and reasoning tasks with uni/multivariate time
series, ensuring a thorough assessment of the model’s performance.
Our contributions. This paper makes the following contributions:
• We propose to align LLMs with time series using attribute-based

synthetic time series and text data. Building on this, we further
introduce Time Series Evol-Instruct (TSEvol), an algorithm that
generates diverse, accurate, and multimodal training datasets of
time series and text entirely through synthetic data generation.

• We propose a context-aware TS-MLLM, ChatTS, designed for
variable-length, multivariate time series input and trained us-
ing the generated synthetic data. To the best of our knowledge,
ChatTS is the first TS-MLLM with multivariate time series as input
for understanding and reasoning about time series attributes.

• We have collected evaluation datasets containing real-world time
series data, including six alignment tasks and four reasoning
tasks. Evaluation results across multiple datasets demonstrate
that ChatTS significantly outperforms baseline models, including
GPT-4o, in both time series alignment and reasoning tasks.

• We have open-sourced the model, source code, and evaluation
datasets to support future research1.

2 PRELIMINARY AND MOTIVATION
2.1 Problem Definition
The task of a TS-MLLM is to generate text-based responses based
on the input textual query and MTS array. Given a set of time series
T = {𝑇1,𝑇2, . . . ,𝑇𝑛}, where each𝑇𝑖 = {𝑡𝑖,1, 𝑡𝑖,2, . . . , 𝑡𝑖,𝑚𝑖

} represents
a sequence of𝑚𝑖 observed values over time for the 𝑖-th metric, and
a natural language question 𝑄 , the goal is to generate an answer 𝐴
that captures relevant patterns or relationships across T based on
the context of 𝑄 . Formally, it can be defined as follows:
• Input:

– A set of time series T = {𝑇1,𝑇2, . . . ,𝑇𝑛}, where 𝑇𝑖 ∈ R𝑚𝑖

represents the values of the 𝑖-th metric over𝑚𝑖 time points.
– A natural language query 𝑄 specifies the information of

interest within the time series data.
• Output: A text answer𝐴 derived from the T analysis, providing

insights based on 𝑄 .
The task of TS-MLLM can be expressed as a function:

𝑓 (𝑄,T) → 𝐴,

where 𝑓 denotes themodel or algorithm responsible for interpreting
the text query 𝑄 and generating the text answer 𝐴 by analyzing
relevant patterns and relationships across the time series in T .

2.2 Existing Methods
Although mainstream LLMs currently do not support the direct
input of time series modality data, time series information can
be provided to LLMs through alternative methods to do simple
understanding and reasoning about time series attributes, as shown
in Figure 2. Existing approaches can be broadly categorized into text-
based, vision-based, and agent-based, each with distinct limitations.

1https://github.com/NetManAIOps/ChatTS
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Figure 2: Comparison of four kinds of LLM-based methods for time series understanding and reasoning.

Text-based methods encode time series values as raw text [8].
However, these methods are constrained by the length of prompts,
limiting their global analysis capabilities and often resulting in an
incomplete understanding of the data context (refer to Section 4).

Vision-based approaches, which use visual representations of
time series data (e.g., time series plots) processed by visionMLLMs [5,
9], may face challenges in accurately capturing detailed information
in time series, resulting in lower accuracy for data-intensive tasks
and high computational overhead (refer to Section 4).

Agent-based methods employ a reasoning and action strategy,
breaking down complex tasks into a sequence of thoughts, observa-
tions, and actions conducted by external tools to analyze time series.
While potentially more flexible, this approach is heavily dependent
on expert knowledge and effectiveness of tools, token-intensive,
and time-consuming, often requiring extensive token chains to
handle MTS data. Additionally, hallucination becomes a signifi-
cant problem [59] as the chains grow longer, reducing reliability in
complex analytical tasks.

2.3 Time Series Multimodal LLM
TS-MLLM is a novel MLLM that natively integrates time series
and text inputs (Figure 2), enabling unified analysis of complex
multivariate relationships. Unlike prior methods that rely on long
token sequences or visualizations, it reduces overhead by long
context windows. By aligning shape and numerical features across
global and local scales, TS-MLLM offers improved accuracy and
broader applicability.

3 METHODOLOGY
3.1 Overview
Due to the scarcity of high-quality datasets that align time series
with textual information, we propose to generate synthetic text-
time series pairs for model training. Synthetic data is a common
approach when there is a lack of sufficient real training data, and its
effectiveness has been well validated in various fields [21, 39, 49].
However, as discussed earlier, "time series + text" data for TS-MLLM
requires sufficient accuracy to ensure alignment precision, compre-
hensive coverage of time series attributes to guarantee effective
multimodal alignment, and task diversity in the text to enhance
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Figure 3: Overview of ChatTS.

QA and reasoning abilities. Unfortunately, existing time series gen-
eration methods [21, 61] fail to achieve these goals. A key reason
is that we need a diverse set of time series and precise, detailed
descriptions of time series patterns. Therefore, in this paper, we
propose an attribute-based method to generate time series + text
data, as illustrated in Figure 3:
• Attribute Selector (Section 3.2): To produce highly controllable

time-series data with precise attributes, we use a detailed feature
set to describe time series. These attributes are aligned with
real-world settings through an LLM selection.

• Attribute-Based Time Series Generator (Section 3.2): Con-
struct time series that correspond exactly to the attribute pool
using a rule-based approach.

• Time Series Evol-Instruct (Section 3.3): A novel Time Series
Evol-Instruct module for creating large, diverse, and accurate
datasets of time-series and text question-answering pairs for
complex reasoning.

• Model Design (Section 3.4): To handle MTS, we design a context-
aware MLLM encoding for multiple time series input, along with
a value-preserved time series encoding method.

• Model Training (Section 3.5): A large-scale training and a SFT
are conducted to perform language alignment and improve time
series-related reasoning ability.

As shown in Figure 3, the framework in ChatTS integrates synthetic
data generation and model training into a pipeline that ensures
effective time series attributes understanding and reasoning with
only synthetic data. First, building on the attribute-based time se-
ries generation and TSEvol described in Sections 3.2 and 3.3, the
pipeline generates synthetic data that captures intricate numer-
ical and textual information for effective multimodal alignment.
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Figure 4: Attribute selector and attribute-based time series generator in ChatTS.

This data is then used to train the model (Section 3.4), where the
context-aware time series encoder preserves the time series values
while aligning attributes with textual semantics accurately. Finally,
by alignment training and SFT (Section 3.5), ChatTS achieves pre-
cise alignment between time series encoding and text embeddings,
along with enhanced reasoning capabilities.

3.2 Attribute-Based Time Series Generator
Diverse time series and precise, detailed textual attribute descrip-
tions are essential to achieve accurate time series language align-
ment. Time series have rich pattern attributes, which can be roughly
categorized into trend, periodicity, and remainder [24, 47]. Much ex-
isting research on the generation of time series [20, 21] also adopts
similar approaches to classify these attributes. Therefore, following
existing studies, we classify time series attributes into four ma-
jor categories, Trend, Periodicity, Noise, and Local Fluctuation, to
construct the corresponding attribute set for time series.

Based on this, we propose an attribute selector and an attribute-
based time series generator that produces synthetic time series data
(see Figure 4). First, we define an “All Attribute Set”, which includes
many specific attributes under different attribute categories. The
All Attribute Set includes 4 types of Trend, 7 types of Seasonality,
3 types of Noise, and 19 types of local fluctuations. The complete
list can be found in the source code. Different attributes within the
same category can be combined. A time series can include multiple
segments of trends and several local fluctuations by combining the
same type of attributes (see Figure 4). Additionally, by combining
sine waves, we can generate a diverse range of periodic fluctua-
tion patterns. Therefore, the proposed time series generator can
theoretically generate an infinite number of different time series,
ensuring the richness of attributes. We also introduced a GPT Selec-
tor. Specifically, when generating an attribute set for time series, we
randomly sample a metric from a large “Metric Set” that contains
567 predefinedmetric names from real-world scenarios and use GPT
to choose a attribute subset from the all attribute set, based on the
actual physical meaning of the metric and the predefined scenario.
This helps align time series with real-world physical meanings.

Then, the Attribute Sampler randomly samples a combination
of attributes from the Attribute Subset. It also assigns specific nu-
merical values, like position and amplitude, based on rules and
constraints from the GPT Selector. These details are stored in the
“Attribute Pool”, which records all the detailed information about

a time series. The Time Series Generator finally creates time series
arrays that exactly match the attributes from the pool in a rule-
based manner (more details can be found in the source code). This
process allows us to generate diverse synthetic time series with
precise attribute descriptions.

3.3 Time Series Evol-Instruct
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Local
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Generated
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Figure 5: Time Series Evol-Instruct

To improve the model’s question-answering and reasoning abil-
ities, it is essential to have high-quality SFT training data that is
diverse in format and tasks. However, due to the lack of time-series
+ text data, it is challenging to obtain sufficiently diverse time-series-
related training data directly. To generate accurate time-series +
text SFT data with rich question-answering formats, inspired by
Evol-Instruct [55] and its multimodal version MMEvol [40], we
innovatively propose Time Series Evol-Instruct (TSEvol).

Evol-Instruct [55] is a data generation approach that incremen-
tally evolves instructional prompts and their outputs to enhance
the diversity and complexity of training datasets for LLMs. TSEvol
builds upon Evol-Instruct by introducing a mechanism to incorpo-
rate time series attributes dynamically into each evolutionary step
(see Figure 5). TSEvol relies on attribute pools of multivariate time
series (see Section 3.2). Additionally, to enhance the model’s abil-
ity to analyze correlations, we introduce a correlation pool, which
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records time series with related attributes (refer to the source code
for details). During each step of the evolution process, a subset of
attributes is randomly selected from the attribute pool and added
as additional context, guiding the LLMs to generate Q&As about
a broader set of time series attributes according to the evolution
type. With TSEvol, generated Q&As can cover more attributes in
the time series and avoid repetitive questions. We also added an
attribute-based eliminator to ensure the Q&As match the time se-
ries attributes. In addition to the commonly used evolution types,
we also add two more types, reasoning (reasoning-based questions)
and situation (situation-based questions), to enhance the model’s
ability to handle complex questions.

3.4 Time Series Multimodal LLM
In this subsection, we introduce the model structure of the proposed
ChatTS, as shown in Figure 6. ChatTS takes multivariate time series
and text, along with their contextual information as the input.

3.4.1 Context-Aware Time-Series Multimodal LLM. To handle the
multimodal inputs, ChatTS first separates the input time series
arrays and the text. Following the established practice in encoding
time series for LLMs [26], the input time series arrays are divided
into fixed-size patches, which enables the model to handle and
encode temporal patterns more effectively. We employ a simple
5-layer MLP to encode each patch of the time series, as time series
inherently have sequential patterns. Therefore, a simple structure
can map the patch features to a space aligned with the text embed-
ding. For text input, they are tokenized and then encoded through
a text embedding layer. In this way, each patch of the time series
and each text token are mapped to the same space.

To fully retain the contextual information of multivariate time
series, we performed token-level concatenation based on the po-
sition of the time series in the original input. Specifically, the en-
coded patches corresponding to each time series were inserted
between the surrounding text tokens. Unlike the method used in
TimeLLM [26], this approach ensures that the contextual informa-
tion of the time series is fully preserved. This is especially important
in multivariate scenarios, where referencing the corresponding time
series in textual form is often necessary. This process results in a se-
quence that reflects the multivariate structure of the data, enabling
the LLM to capture both temporal and contextual dependencies
across different metrics. This sequence is then fed into the LLM,
which generates an answer that incorporates insights from both

the time series data and the natural language query, achieving a
multimodal understanding suited for complex question-answering
tasks.
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Figure 7: Value-Preserved Time Series Normalization

3.4.2 Value-Preserved Time Series Normalization. The numerical
features of time series are essential, as real-world applications often
involve specific numerical queries (e.g., asking for the maximum
CPU utilization). However, normalization of time series data can
lead to losing original numerical information. To address this, we
introduce a value-preserved time series normalization scheme (as
shown in Figure 7). First, we apply standard min-max normalization
(0-1 scaling) to each time series array. Then, for each time series, we
include the normalization parameters-“Value Scaling” (the scaling
factor during normalization) and “Value Offset” (the offset applied
during normalization)—in the text as part of a prompt. This ap-
proach leverages the numerical understanding capabilities of LLMs,
enabling us to normalize time series features while preserving the
original numerical information. To further enhance numerical un-
derstanding, numerical tasks are included in the training dataset
(see Section 3.5).

3.5 Model Training

Table 1: Training Datasets

Stage Alignment SFT

Dataset UTS MTS-Shape MTS-Local TSEvol Instruct Follow

# Samples 35,000 35,000 35,000 24,270 5,050

ChatTS is trained based on QWen2.5-14B-Instruct [56]2, with a
two-stage fine-tuning process: large-scale alignment training and
supervised fine-tuning (SFT). Table 1 shows the datasets we use
during training.

2https://huggingface.co/Qwen/Qwen2.5-14B-Instruct



HTTP Request is a time series: ; Success Rate is a time series: 
You are a time series analysis expert. In an Internet system, there are many monitoring metrics:
Instruction

Alignment Task: Seasonal
Q: What is the periodicity of HTTP Request? Please choose from: no periodic fluctuation, periodic fluctuation. If there is periodic fluctuation, describe the 
fluctuation frequency and amplitude.
A: Periodic fluctuation, each period is around 20.58 points, and the amplitude of the periodic fluctuation is around 31.51.
Alignment Task: Cluster
Q: From the perspective of the overall trend, which metric(s) have very similar trend with HTTP Request?
A: Disk Read per Second, Disk Write per Second.

; …

Reasoning Task: Inductive
Q: From the perspective of the overall trend, do HTTP Request and Success Rate have very similar trend? Just answer yes or no, and explain why they 
are correlated/no correlated considering their physical meaning in one sentence?
A: No. HTTP requests show traffic load, and success rate shows response quality. They may not always match.

Reasoning Task: Causal

Q: What might be inferred about the system from the Success Rate? Choose from: The system is functioning normally; An error occurred, and it has 
not recovered; a small number of request anomalies during a software update.
A: A small number of request anomalies during a software update.

Figure 8: Example QAs in some evaluation tasks.

3.5.1 Large-Scale Alignment Training. In the first stage, we per-
form large-scale alignment training using the attribute-based syn-
thetic time series data to establish an initial alignment between the
text and time series modalities within the LLM. This stage enables
ChatTS to align textual descriptions with time series attributes
effectively. During the alignment stage, we created three datasets
for large-scale training based on a series of manually designed tem-
plates and LLM refinement. The UTS dataset includes tasks for basic
attribute descriptions of univariate time series (both global and lo-
cal attribute tasks are included). The MTS-Shape dataset consists
of multivariate data with global trend correlations designed to en-
hance the model’s ability to analyze multivariate correlations. The
MTS-Local dataset contains multivariate data with correlated local
fluctuations, aiming to improve the model’s capability in analyzing
local features of multivariate data. Given MTS’s more complex fea-
ture combinations, we set the training data size for MTS and UTS
at an approximately 2:1 ratio. We conduct a dataset scaling study
in Section 4.5 to investigate the impact of training dataset size.

3.5.2 Supervised Fine-Tuning. In the second stage, we use SFT to
develop the LLM’s ability to perform complex question-answering
and reasoning tasks. This stage utilizes two main types of training
data: the datasets generated with TSEvol, designed to enhance the
model’s question answering and reasoning ability about time series,
and an instruction-following (IF) dataset, constructed based on a
series of predefined templates, designed to enhance the model’s
ability to follow specific response formats. For TSEvol, we used the
dataset from alignment training along with LLM-generated QAs as
the seed data. Together, these datasets train the multimodal LLM to
respond accurately to time series-specific queries and follow task
instructions, strengthening its capacity for complex, context-driven
question-answering and reasoning tasks. In both Alignment and
SFT stages, we enhance ChatTS’s numerical capabilities through
a series of numerical tasks. Specifically, we explicitly train the
model to learn various aspects, such as maximum/minimum val-
ues, segmented averages, local features (e.g., spike positions and
amplitudes), seasonality and trend amplitudes, and raw numerical
values at individual time points. The numerical evaluation metrics

in our experimental results further demonstrate ChatTS’s strong
performance in time series numerical analysis.

3.5.3 Training Settings. We use QA pairs as the data format for
both training stages. During alignment training, wemixed in a small
amount of IF data and found that this mitigates the decline in the
model’s IF ability. In the SFT stage, we mixed 30% of the alignment
training dataset to reduce overfitting. The training dataset includes
time series with lengths ranging from 64 to 1024 to ensure that
ChatTS can handle varying time series lengths. Full-parameter SFT
is used for ChatTS with DeepSpeed [2] and LLaMA-Factory [65],
with Qwen2.5-14B-Instruct [6, 56] as the base model. Inference for
both Qwen and ChatTS is also conducted with DeepSpeed.

4 EVALUATION
In this section, we will comprehensively evaluate the performance
of ChatTS by answering the following research questions (RQs):

• RQ1. How well does ChatTS align with time series?
• RQ2. How does ChatTS perform in time series reasoning tasks?
• RQ3. Are attribute-based data and TSEvol effective?
• RQ4. How does the training set size affect model performance?
• RQ5. Is the time series modalilty in ChatTS truly useful?
• RQ6. Does ChatTS, with its native time-series multimodal capa-

bilities, have advantages over agent-based methods?

4.1 Experimental Setup
4.1.1 Evaluation Tasks. To comprehensively evaluate the model’s
performance, we set two categories of evaluation tasks: alignment
tasks and reasoning tasks, following the general evaluationmethods
of multimodal LLMs [10, 37, 40]. For each type of evaluation task,
we designed a series of subtasks based on existing work. Some
example QAs are shown in Figure 8 (more details can be found
in the source code). Specific tasks that rely heavily on domain-
specific knowledge (e.g., classification and etiological reasoning)
were excluded due to the lack of high-quality datasets that provide
sufficient background information. Therefore, we primarily focused
on the following tasks:

Alignment tasks are divided into univariate and multivariate:



• Univariate tasks. Identify trends, seasonality, noise, and local
fluctuations. These tasks include both categorical subtasks and
numerical subtasks.

• Multivariate tasks. Correlation and clustering. These tasks are
all categorical.
The reasoning tasks include inductive reasoning, deductive rea-

soning, causal reasoning, and comparison reasoning (MCQ2):
• Inductive reasoning. Q&A task. Inductive summarization of

the physical meaning reflected by a uni/multivariate time series.
• Deductive reasoning. True/False (T/F) task. Reasoning based

on a predefined condition in conjunction with univariate time
series.

• Causal reasoning. Multiple-choice task. Based on univariate
time series, select the most likely cause.

• Comparison reasoning (MCQ2).Multiple-choice task. Com-
pare two time series and select the correct answer.

More details about the evaluation tasks can be found in the source
code and the evaluation dataset.

4.1.2 Evaluation Metrics. For categorical tasks in alignment evalu-
ation, we match labels from the responses of LLMs using rule-based
matching and use F1-Score as the metric. For numerical tasks in
alignment evaluation, we extract numbers from the responses of
LLMs and use relative accuracy (1.0 - relative error) as the metric:

𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒_𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = max
(
1.0 − |𝑉𝑎𝑛𝑠𝑤𝑒𝑟 −𝑉𝑙𝑎𝑏𝑒𝑙 |

|𝑉𝑙𝑎𝑏𝑒𝑙 |
, 0.0

)
We set a minimum value of 0.0 for relative accuracy to mitigate
the impact of outlier results. For Q&A tasks in inductive reasoning,
answers are evaluated using RAGAS [19], a keyword-matching
approach through LLM-based fuzzy matching. T/F and MC tasks
are directly evaluated through choice matching and the accuracy is
calculated. All evaluation metrics are the higher, the better.

Table 2: Tasks in Evaluation Dataset

Dataset Tasks # Questions

A
Alignment (Trend, Season, Noise, Local,

Correlation, Cluster), Reasoning (Inductive,
Deductive, Causal)

525

B Alignment (Trend, Season, Noise, Local,
Correlation, Cluster), Reasoning (Inductive) 1,616

MCQ2 Reasoning (Comparison - MCQ2) 100

4.1.3 Evaluation Datasets. Our evaluation is conducted on three
datasets (see Table 2) to test the model’s performance across both
real-world and synthetic time series scenarios. Dataset A and B are
collected by us, and Dataset MCQ2 is an open-source dataset [43].

Dataset A includes real-world time series data collected from
multiple domains, including AIOps [35], weather [3], the NAB
(Numenta Anomaly Benchmark) [7], andOracle systemmetrics [34].
We manually label and collect a total of 525 questions, including
both alignment tasks and reasoning tasks.

To expand the size of the evaluation set, we used the attribute-
based time series generator introduced in ChatTS to generate a
series of time series and created alignment Q&A by applying a set

of templates. We also develop a set of reasoning questions with
LLM, resulting in a larger-scaleDataset B containing 1,616 questions.
Considering the complexity of reasoning tasks, we have included
only inductive reasoning tasks in the reasoning tasks of this dataset
to ensure the quality of the questions.

MCQ2 [43] is an open-source dataset [4] that includes compari-
son reasoning tasks. The questions, answers, and time series in this
dataset are all generated by LLMs. We did not use the etiological
reasoning and forecasting datasets as they are not aligned with our
evaluation settings. Furthermore, [43] suggests that the settings of
the MCQ1 dataset are unsuitable for evaluating the performance of
time series reasoning, so we also did not adopt it. Considering the
inference cost, we randomly sampled 100 questions.

4.1.4 Baselines. Based on different modalities, we categorized the
baseline methods into the following types:
• Text-Based: These methods convert time series arrays into

textual prompts as inputs for LLMs. We choose several main-
stream LLMs as our base model (GPT-4o/GPT-4o-mini/GPT-4-
Turbo/QWen2.5-14B-Instruct) for evaluation.

• Vision-Based: These methods plot time series and input them
into visual MLLMs. We choose mainstream vision MLLMs (GPT-
4o/GPT-4o-mini) for evaluation.

• Agent-Based: These methods employ the ReAct [57] framework
to analyze the time series with several tools, including: single-
point/range query, STL decomposition, anomaly detection (au-
toregression AD in adtk [1]), and classification (Rocket [18]) for
UTS; trend/fluctuation correlation (based on Pearson correlation
& rules), multivariate version of AD and classification for MTS.
We choose GPT-4o/GPT-4o-mini for the agent.

4.1.5 Implementation. For GPT-based models, we used OpenAI’s
API to infer and track token consumption. For ChatTS and QWen-
based models, the training and inference are conducted locally on
8×A800 GPUs. The token consumption for ChatTS is calculated
after the “Reorder & Concat” step.

4.2 RQ1. Alignment Tasks
The evaluation results on alignment tasks are shown in Table 3.
ChatTS consistently outperforms all baseline models across nearly
all tasks and datasets, achieving 46.0%–75.9% improvement in cate-
gorical metrics and 80.7%–112.7% in numerical metrics compared
to industry-leading models like GPT-4o. This demonstrates that
synthetic training data can effectively enable strong alignment with
real-world time series.

Among the baselines, GPT-4o (Vision) performs best, suggesting
vision-based MLLMs possess some capability to analyze shape char-
acteristics of time series, though they remain limited by image reso-
lution when interpreting details. Text-based methods struggle with
the constraints of prompt length, while agent-based approaches
performed below expectations (see Section 4.7 for detailed analysis).

ChatTS’s advantages are particularly pronounced in multivariate
tasks, where text-based models face challenges with excessively
long prompts and vision-based models struggle to distinguish fea-
tures across multiple time series plotted simultaneously. In contrast,
ChatTS’s context-aware time series encoding accurately analyzes
referenced time series based on contextual information.



Table 3: Comparison of different models in terms of performance and cost of input tokens on alignment tasks (*image tokens
are converted in some models according to price). “Cate.” and “Num.” denotes categorical and numerical tasks respectively.
F1-Score and relative accuracy are used in evaluating categorical and numerical tasks, respectively.

Dataset Type Model Trend Season Noise Local Corr. Clus. Overall Tokens Est. Cost

Task Cate. Num. Cate. Num. Cate. Num. Cate. Num. Cate. Cate. Cate. Num. $

A

Text

GPT-4o-mini 0.585 0.752 0.649 0.264 0.952 0.312 0.263 0.187 0.357 0.254 0.464 0.310 1.3M 0.20
GPT-4o 0.585 0.882 0.811 0.768 0.905 0.153 0.379 0.256 0.476 0.333 0.542 0.371 1.3M 3.25
GPT-4-Turbo 0.526 0.699 0.649 0.131 0.900 0.339 0.303 0.247 0.417 0.269 0.490 0.353 1.3M 13.0
QWen2.5-14B 0.707 0.709 0.622 0.205 0.833 0.231 0.137 0.099 0.571 0.349 0.464 0.241 1.3M 0.35

Vision GPT-4o-mini 0.610 0.501 0.432 0.205 0.667 0.201 0.242 0.184 0.357 0.330 0.404 0.248 2.2M* 0.33
GPT-4o 0.659 0.613 0.811 0.559 0.810 0.248 0.537 0.414 0.476 0.480 0.609 0.436 0.13M* 0.32

Agent GPT-4o-mini 0.559 0.773 0.595 0.270 0.714 0.105 0.400 0.212 0.381 0.361 0.469 0.309 3.0M 0.45
GPT-4o 0.537 0.650 0.405 0.000 0.595 0.088 0.232 0.136 0.429 0.417 0.390 0.220 2.7M 6.75

TS ChatTS 0.927 0.874 0.973 0.849 0.857 0.511 0.895 0.805 0.905 0.782 0.889 0.788 0.08M 0.02

B

Text

GPT-4o-mini 0.619 0.716 0.711 0.317 0.427 0.198 0.145 0.091 0.335 0.269 0.336 0.217 4.5M 0.67
GPT-4o 0.690 0.825 0.732 0.474 0.573 0.331 0.191 0.136 0.324 0.281 0.366 0.284 4.5M 11.3
GPT-4-Turbo 0.667 0.732 0.667 0.345 0.348 0.067 0.188 0.133 0.438 0.369 0.385 0.259 4.5M 45.0
QWen2.5-14B 0.711 0.669 0.705 0.217 0.256 0.094 0.111 0.082 0.402 0.276 0.339 0.193 4.5M 1.22

Vision GPT-4o-mini 0.679 0.240 0.814 0.453 0.305 0.238 0.141 0.081 0.327 0.307 0.347 0.142 11.4M* 1.71
GPT-4o 0.702 0.361 0.938 0.589 0.610 0.398 0.375 0.265 0.367 0.389 0.472 0.311 0.56M* 1.40

Agent GPT-4o-mini 0.612 0.591 0.455 0.605 0.375 0.000 0.043 0.022 0.654 0.585 0.372 0.125 8.5M 1.27
GPT-4o 0.532 0.586 0.619 0.658 0.391 0.262 0.551 0.287 0.500 0.464 0.490 0.370 7.2M 10.8

TS ChatTS 0.976 0.902 1.000 0.930 0.927 0.572 0.828 0.752 0.818 0.834 0.862 0.787 0.34M 0.09

Table 4: Reasoning tasks. Inductive Reasoning is in the form
of Q&A, evaluated with RAGAS. Others are MC or T/F ques-
tions, which are evaluated with accuracy.

Type Model Induct. Deduct. Causal MCQ2 Average

Text

GPT-4o-mini 0.333 0.326 0.576 0.480 0.429
GPT-4o 0.336 0.628 0.685 0.470 0.530
GPT-4-Turbo 0.280 0.581 0.644 0.490 0.499
QWen2.5-14B 0.184 0.605 0.348 0.320 0.364

Vision GPT-4o-mini 0.323 0.442 0.495 0.480 0.435
GPT-4o 0.322 0.605 0.652 0.490 0.517

Agent GPT-4o-mini 0.219 0.357 0.692 0.340 0.402
GPT-4o 0.167 0.553 0.696 0.380 0.449

TS ChatTS 0.518 0.744 0.804 0.600 0.667

From the efficiency perspective, ChatTS’s native multimodal
encoding requires significantly fewer tokens to represent time series
data, resulting in much lower costs compared with the baselines
(see Table 3). This shows both the effectiveness and efficiency of
treating time series as a native modality.

4.3 RQ2. Reasoning Tasks
The comparison results of our model and the baseline models for
Reasoning Tasks are shown in Table 4. Reasoning tasks are typically
more complex and better aligned with real-world application sce-
narios than alignment tasks. It can be found that ChatTS achieves
consistent improvements over the baseline models across all rea-
soning tasks. In the Inductive Reasoning task, ChatTS achieved a
34.5% improvement compared to the baseline models, indicating
that ChatTS can accurately associate time series attributes with
their physical meanings in the real world. This demonstrates that

the proposed attribute-based time series generation effectively en-
ables the model to understand the patterns of the physical world
reflected in time series. Moreover, ChatTS also achieved notable im-
provements in other reasoning tasks, which indicates that even with
only synthetic training data, the model can be equipped with good
reasoning capabilities related to time series. This further demon-
strates the effectiveness of the proposed attribute-based time series
generation method and TSEvol.

4.4 RQ3. Studies of Synthetic Training Data
To evaluate the effectiveness of attribute-based time series genera-
tion and TSEvol, we conducted ablation studies with two variants:
(1) w/o Attribute-Based, where all training datasets were replaced by
GPT-generated datasets from [43], containing time series directly
generated using GPT-produced Python code with corresponding
GPT-generated Q&As; (2) w/o TSEvol, where SFT datasets were
replaced with data directly generated using an LLM without the
evolutionary approach, though with prompts designed to encour-
age diversity. Both variants included the instruct-following dataset
to ensure fair comparison.

The evaluation results in Figures 9 and 10 reveal that mod-
els trained on GPT-generated data performed significantly worse
across alignment tasks, particularly for local fluctuation detection
and numerical analysis. This suggests the attribute-based genera-
tion method better captures precise feature details and numerical
values. Meanwhile, models trained with TSEvol demonstrated sub-
stantial improvements in reasoning capabilities and modest gains
in alignment tasks, indicating that TSEvol effectively diversifies
question formats and generates tailored Q&As for different time
series attributes, enhancing overall model performance.
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Figure 9: Ablation studies on alignment tasks.
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Figure 11: Scaling of training dataset and text-based LLMs.

4.5 RQ4. Scaling of Training Dataset
Figure 11a illustrates the relationship between ChatTS performance
and training data size. The results show that increasing the Phase 1
training dataset size from 10% to 100% of the current size signifi-
cantly improves performance, but further expansion yields minimal
gains. Thus, our chosen training set size is well-balanced, ensuring
sufficient data for effective alignment while avoiding too much
resource consumption during training.

4.6 RQ5. Study of Time Series Modality
To investigate the effectiveness of the time series multimodality
in ChatTS, we performed an ablation study based on a text-only
version of ChatTS (w/o TS Modality). We remove the time series
encoder in ChatTS (i.e. using the original QWen-2.5 model) and
use the same training data with ChatTS (the time series arrays are
encoded into text) in model training. The experimental results are
shown in Figure 9 and Figure 10. Overall, the model using only the

text modality performs significantly worse than the original ChatTS
model. This indicates that encoding multimodal information is cru-
cial for accurately capturing both shape and numerical information.
However, in certain sub-evaluation metrics (e.g., noise), the text-
only model outperforms the multimodal ChatTS, suggesting that
text modality models still have strong capabilities for identifying
small fluctuations. In MTS tasks, the text-only model is nearly in-
capable of answering any questions. This implies that even with
extensive multivariate training data, text-only LLMs still struggle
to handle multivariate problems due to excessively long context
lengths because of severe hallucinations and inaccurate responses.
Additionally, to compare the performance gains between text-based
LLMs and TS-MLLMs, we fine-tuned various sizes of the Qwen2.5
series text-based LLMs using the text version of the ChatTS train-
ing dataset (as shown in Figure 11b). Experimental results indicate
that even when fine-tuning the larger Qwen2.5-32B text model, the
results still do not outperform those of ChatTS (14B), which has
native multimodal capabilities. This further validates the impor-
tance of native multimodal capabilities in ChatTS, whether in the
accuracy for MTS analysis or cost efficiency (see Table 3).

4.7 RQ6. Study of Agent-Based Methods
Agent-based methods are widely applied but showed suboptimal
performance in our evaluations (RQ1, RQ2) due to several main
issues: (1) tool inaccuracy (2) error tool use, and (3) response for-
matting that caused parsing failures. To explore their performance
upper bound, we conducted detailed analyses:
(1) Parsing Failures:We exclude responses that failed to parse,

ensuring all outputs were valid.
(2) Perfect Tools: We design “perfect tools” with controlled accu-

racy through time series labels in the synthetic dataset (Figure
12a). The accuracy of the perfect tools can be strictly controlled.

(3) Tool Ablation: We perform ablation studies (Figure 12b) to
evaluate the impact of individual tools on accuracy.

(4) Error Analysis:We categorize agent errors into three types:
Error Tool Using, Misunderstanding, and Hallucination. We
analyze their impact on performance (Figure 12c).
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Figure 12: Agent with “Perfect Tools”. Evenwith perfect tools,
Agent still makes errors (e.g., Error Tool Using)

Our sensitivity analysis (Figure 12a) shows that agent perfor-
mance is highly sensitive to tool accuracy, especially in the [0.9, 1.0]
range. For categorical and numerical tasks, the agent with perfect
tools slightly outperforms ChatTS on UTS tasks but lags behind
in MTS tasks. For agents, MTS tasks typically require more tool
calls and reasoning, which places higher demands on LLMs’ tool-
using and summarization capabilities. In contrast, ChatTS processes
multiple time series natively, reducing complexity and improving
accuracy for MTS tasks. The tool ablation study (Figure 12b) shows
that Agent depends heavily on both tool precision and complete-
ness, particularly forMTS tasks. Evenwith all tools available, agents
frequently fail to invoke the correct tool at the right time (e.g., using
the classification tool rather than the anomaly detection tool to
identify the position of a spike), limiting their effectiveness. Error
analysis (Figure 12c) reveals “Error Tool Using” as the largest source
of errors. When these cases are excluded, agent accuracy exceeds
95%, surpassing ChatTS. This validates the correctness of the imple-
mentation of perfect tools and the model, which also shows their
limitations: Agents may struggle with tool selection and reasoning.

In summary, while perfect tools improve agent performance,
challenges such as tool selection errors, misunderstandings, and
hallucinations persist, leaving agents less effective than ChatTS for
complex time series tasks.

5 CASE STUDIES AND APPLICATIONS
5.1 Case Studies on Real-World Data
To investigate the performance of ChatTS on real-world time series,
we perform several case studies with challenging questions, the
results are shown in Figure 13.

5.1.1 Shape and Statistical Analysis. The “Basic Shape Analysis”
case demonstrates ChatTS’s capability to analyze an NYC taxi pas-
senger time series with complex periodic fluctuations and local
anomalies. ChatTS accurately identifies multiple trend segments,
the periodicity, and the upward spike along with their amplitudes.
This shows ChatTS’s capability to capture both global patterns and

Basic Shape Analysis

User: Please analyze the trend, seasonality and local changes.
ChatTS: The overall trend contains multiple segments: From point 0 to point 122, there is 
an increasing trend. From point 122 to point 255, there is a decreasing trend. The time series 
is showing periodic fluctuation: the amplitude of the periodic fluctuation is around 22524. 
Each fluctuation period is approximately 49.6 points. In terms of local characteristics, an 
upward spike occurred between point 139 and point 142, with the time series value rapidly 
rising from around 27953 to around 40136 and then quickly falling back to around 25744. 

Statistic Analysis

User: What's the maximum and minimum values and where are they?
ChatTS: The maximum value in this time series is 92.9, which occurs around point 129. The 
minimum value is 6.93, which occurs around point 169. 

Max

Min

NYC taxi passengers

Advertisement CPC

OOD Fluctuation

User: What is the local fluctuations of this time series? Create a name for this to better 
describe it if the following types cannot accurately describe it: [upward spike, downward spike,…]

ChatTS: Starting from point 100, the time series value rises from around 4.37 to around 
28.82, forms an upward convex with an amplitude of about 22.94, and then falls back to 
around 5.08. This local fluctuation is named as "Convex-Shaped Elevation" because it 
captures the essence of a gradual rise followed by a sharp decline, which is not fully 
captured by existing terms like increase after upward spike or wide upward spike.

Traffic Occupancy

Figure 13: Case studies on real-world time series data.

localized features. In the “Statistic Analysis” case, ChatTS analyzes
advertisement CPC data with misleading scaling. Despite potential
confusion in the minimum value, ChatTS correctly identifies the
max/min values and their positions. These cases show ChatTS’s
robustness in statistical analysis in complex real-world time series.

5.1.2 OOD Fluctuation Recognition. The “OOD Fluctuation” case
presents ChatTS with a traffic occupancy time series containing
an OOD fluctuation pattern absent from its training data. However,
ChatTS accurately describes it as a “Convex-Shaped Elevation”,
characterized by a gradual rise followed by a sharper decline along
with the overall shape of a convex. This demonstrates ChatTS’s
inherent understanding of time series patterns themselves, rather
than simply repeating representations from the training set. This
indicates that ChatTS has a certain capacity to generalize to real-
world data despite being trained exclusively on synthetic data.

5.2 Real-World Application: DB Operation
To illustrate the performance of ChatTS with its native time se-
ries multimodal capability in real-world applications, we present a
typical Oracle DB operation application through an MTS-related
multi-turn dialogue with ChatTS. In this case study, an Oracle DB
operator has identified a recent anomaly and retrieves several time
series metrics from the monitoring system, inputting them into
ChatTS for analysis (as shown in Figure 14)3. By querying ChatTS,

3DBMetrics can be input into ChatTS through API. The system implementation details
are out of the scope of this paper.



User: We found a fault in the Oracle database at around point 225 in the time series. Please 
first help me identify which metrics are anomalous near this point.

ChatTS: The anomalous metrics are “Buffer Busy Waits”, “DB File Sequential Read”, and 
“Log File Sync”. [Detailed Information …]

User: Please read the above rulebook and analyze the anomalous metrics step by step. 
You should tell me which one should be the root cause, and how the failure propagates.

ChatTS: The anomalous of "buffer busy waits" is 16; The anomalous of "db file sequential 
read" is 865; The anomalous of "log file sync" is 26453. Therefore, according to the 
rulebook, the root cause should be "log file sync" because it has the largest fluctuation. The 
failure likely starts with issues in the LogFile system, which then affects the DBFile as the 
database tries to manage transactions and data access, leading to anomalies in buffer busy 
waits and db file sequential read.

Disk File Operations I/O

Buffer Busy Waits

DB File Sequential Read

GC Buffer Busy Acquire

Library Cache Lock

Log File Sync

System: We have 6 metrics collected from the Oracle database. The 
metrics are as follows: DB File Operations I/O is <ts><ts/>…

Reference: Oracle Database Troubleshooting Rulebook
- For metrics in DBFile, Cache, LogFile, GC, the metric with the largest 
fluctuation should more likely to be the root cause.

Figure 14: An application case of ChatTS in a failure diagnosis
with an Oracle database system.

the operator obtains the names of all metrics with anomalies. Then,
to accurately pinpoint the root cause, the operator provides ChatTS
with a textual document titled “Oracle Database Troubleshooting
Rulebook” and requests ChatTS to analyze the root cause and prop-
agation of the system failure step-by-step, combining insights from
the rulebook and the time series anomalies. Notably, the rulebook is
entirely in text form, without a strictly structured format, which is
helpful for the operators to share their expert experience effectively.
The responses of ChatTS show that it can accurately identify anom-
alies and amplitudes in multivariate time series. By leveraging “the
metric with the largest fluctuation” in the rulebook, ChatTS can
further reason about the root cause and failure propagation path.
This further shows that ChatTS can effectively utilize its alignment
capability to analyze time series and perform complex analysis in
real-world applications with its robust reasoning ability.

5.3 Real-World Application: Detailed Analysis
Another typical application of ChatTS is conducting a detailed
analysis of time series features, combined with LLMs’ knowledge
and reasoning capabilities to perform simple reasoning and question
answering. In Figure 15, we present a case study of time series
analysis on the discussion intensity of AAPL-related topics on
Twitter, using data from NAB [7]. Notably, even without explicit
instructions from the user to identify local fluctuations, ChatTS can
accurately infer the user’s intent and determine the timestamps of
all three “hot events” from the time series. Furthermore, ChatTS
can precisely identify the highest point and its position in the time
series based on the numerical values of the local peaks and perform
event analysis according to the physical meaning of the series. This

User: Please analyze all the events shown in the time series. And analyze what may happen 
according to your knowledge.

ChatTS: There are 3 major events shown in the time series: An upward spike with an 
amplitude of 2737 occurred between point 16 and point 18; An upward spike with an 
amplitude of 1858 occurred between point 51 and point 54; A slow rise followed by a slow 
decline between point 124 and point 145, forming a wide upward spike. These events may 
indicate significant interest or reactions to specific events, such as the release of new Apple 
products or major market news affecting the company's stock.

System: On Twitter, the discussion volume of AAPL is as follow: <ts><ts/>

Twitter_volume_AAPL

User: Where is the highest point? According to your knowledge, what may happen?

ChatTS: The highest point is around point 130, with a value of 12579. This significant peak 
could be associated with a major event, such as the release of a highly anticipated Apple 
product or a significant announcement that greatly impacted public interest on Twitter.

Figure 15: A ChatTS application case in detailed time series.

demonstrates that ChatTS can accurately recognize both shape and
numerical characteristics of time series and perform reasoning and
analysis based on vague user input.

5.4 Baseline Comparison
5.4.1 Seasonality, Trend and Fluctuations. As shown in Figure 16a,
due to tool inaccuracy, the Agent fails to identify the periodicity.
This further led the Agent to misinterpret periodic patterns as dif-
ferent trend changes, resulting in errors in trend analysis. Moreover,
the LLM does not realize the problem or attempt to correct it. Sim-
ilarly, the Vision-based model also exhibited errors in analyzing
local fluctuations and periodicity. In contrast, ChatTS, with its time-
series modality awareness, accurately captures the periodicity and
trend transitions. This case shows a key limitation of agent-based
tools: the precision of tools alone cannot overcome the cascading
errors caused by the initial error of time series patterns.

5.4.2 Detailed Trend Analysis. Figure 16b presents a misleading
case where the original image suggests a steady trend. However, in
the cropped plot that ignores the two spikes, there is a significant
decreasing trend. Due to the subtle nature of trends displayed in
the time series images, the Vision-based model incorrectly classi-
fied them as steady. Similarly, text-based models, while identifying
starting values, fail to identify the global shape of the time series.
In contrast, ChatTS captures both the overall trend and numerical
details accurately due to its native time series encoding capabilities.

6 RELATEDWORK
Multimodal LLMs (MLLMs).MLLMs have developed rapidly in
recent years and found extensive applications [58, 62]. A signifi-
cant body of research integrates different types of data to achieve
multimodal fusion, including images [9, 31, 37], videos [32, 41, 63],
audio [16, 48], and graphs [45, 64]. Many studies leverage vision-
based LLMs for image reasoning tasks [25, 40]. Although many
works have explored combining time series with LLMs, aligning
LLMs with time-series modalities remains underexplored due to
the lack of high-quality time series–text datasets [15, 27, 43].



Agent Study (Complex Caption Case)

Time Series Caption about Seasonality, Trend and Local Fluctuations

Agent (GPT-4o): The time series exhibits multiple trend segments: an increase from 0 to 30, decrease 
from 30 to 60, increase from 60 to 90, decrease from 90 to 120 […] and a significant decrease towards 
the end. It has a periodic component with a period of 14, with seasonal values ranging from -2.13 to 3.73. 
Local anomalies occur at points 13 and 136, classified as an increase after an upward spike and a wide 
downward spike, respectively.

Vision (GPT-4o): The time series displays a significant spike from point 0 to point 10. It remains 
relatively steady with minor oscillations until point 130, where a small spike occurs. The series shows 
irregular fluctuations and settling behavior towards the end, indicating a complex dynamic with local 
spikes and noise rather than clear periodicity.

Ours (ChatTS): The time series is showing periodic fluctuation: the amplitude of the periodic 
fluctuation is 10.3. Each fluctuation period is approximately 46.7 points. At the beginning, from point 0 
to 12, the trend increase with values from -9.17 to -7.52; from point 12 to point 15, an upward spike with 
an amplitude of 46.01 occurred; from point 15 to 133, the trend increase with values from -7.25 to 1.37; 
from point 133 to point 135, an upward spike with an amplitude of 17.06 occurred; from point 135 to 174, 
the trend increase with values from 0.34 to 1.32, and then the trend of the time series changes to decrease; 
finally, from point 174 to 255, the trend decrease with values from 1.32 to -15.15.

Question: What is the trend of this time series? Please choose from […] and describe the value of trend 
change from left to right. Answer Format: …

(a) Case Study on Complex Time Series Caption

Overall Shape & Statistic Analysis

Original

Cropped

Label: Decrease, the starting point value is around 47.63, and the trend change value from left to 
right is around -9.53.
Vision (GPT-4o): Steady, the starting point value is around 40, and the trend change value from left 
to right is around -0.2.
Text (GPT-4o): Increasing, the starting point value is around 47.635, and the trend change value 
from left to right is around 0.28.
Ours (ChatTS): Decrease, the starting point value is around 47.00, and the trend change value from 
left to right is around -10.30.

Question: What is the trend of this time series? Please choose from […] and describe the value of 
trend change from left to right. Answer Format: …

(b) Case Study on Trend

Figure 16: Case studies on different types of LLMs in time
series alignment tasks.

Time Series Question Answering (TSQA). With the rapid devel-
opment of LLMs, TSQA systems have combined the reasoning ca-
pabilities of LLMs with time series analysis to enable more efficient
cross-domain decision-making and complex task handling [27].
Time series question-answering systems have been explored in var-
ious fields, such as AIOps [52, 68], IoT [22, 54], healthcare [44, 60],
finance [28, 42], and traffic [17, 29]. However, these methods are of-
ten limited to agent-based [57] and retrieval-augmented generation
(RAG) [30] approaches, lacking a comprehensive understanding of
time series and sufficient reasoning capabilities. Although some
recent studies [15] have attempted to leverage temporal multimodal
approaches for time series reasoning tasks, they typically rely on
specific tasks. Also, time series question answering still lacks robust
multimodal alignment methods and evaluation frameworks [10, 43].
LLM + Time Series. In addition to the research above, many
studies have combined LLMs with time series for various down-
stream tasks, leveraging the powerful capabilities of LLMs [11–
13, 23, 26, 38, 51, 67]. However, while these models are using LLMs
as backbones, they are designed for specific downstream tasks and
lack language alignment capabilities, making them unsuitable for

question answering and reasoning applications. Moreover, some
studies employ vision-based multimodal LLMs for time series pre-
diction [14] and anomaly detection [69]. This approach aligns with
the vision-based LLM methods discussed in this paper but is signif-
icantly constrained in its ability to analyze time series.

7 LIMITATION AND FUTUREWORK
Due to the limited existing research on time series understanding
and reasoning, although ChatTS has explored an effective approach,
we believe it still has a number of limitations. First, while our ex-
periments demonstrate that synthetic data can achieve satisfactory
alignment and reasoning performance, we believe that real-world
data is essential for further enhancing the capabilities of TS-MLLMs.
We hope more relevant datasets will emerge in the future. Second,
although we found that a simple MLP encoder performs well due to
the relatively simple structure of time series data, exploring more
effective methods for multimodal encoding and integration remains
a valuable research direction. Third, despite labeling hundreds of
real-world time series and using 14 evaluation metrics for evalu-
ation, we believe that this is still insufficient for a comprehensive
evaluation of TS-MLLMs. More labeled real-world data is needed
for a more comprehensive evaluation. Finally, while this work fo-
cuses on understanding tasks like language alignment and reasoning,
MLLM-based time series generation is also worth exploring. Thus,
developing a multimodal model that can generate time series based
on textual input is an important area for future research.

8 CONCLUSION
Understanding and reasoning are important for real-world time
series applications, but research is limited due to the lack of time
series-text data. In this paper, we propose ChatTS, the first TS-
MLLM with multivariate time series as input for complex time
series QA and reasoning, which is fine-tuned on synthetic data.
We introduce an attribute-based time series generation method,
which not only generates diverse time series but also provides
complete and precise attribute descriptions. Building on this, we
further propose TSEvol, which leverages rich attribute combina-
tions from the attribute pool and Evol-Instruct to generate diverse
and accurate QAs, enhancing the model’s capabilities in complex
question answering and reasoning. To comprehensively evaluate
the capabilities of our model, we collect datasets that include real-
world time series data, covering the evaluation of both alignment
tasks and reasoning tasks. Evaluation results show that our model
achieves significant improvements, outperforming baselines by
46.0% in alignment tasks and 25.8% in reasoning tasks. These find-
ings demonstrate the effectiveness of our approach in bridging the
gap between time series data and natural language understanding.
We have open-sourced the source code, trained model weights,
and the evaluation datasets for reproduction and future research:
https://github.com/NetManAIOps/ChatTS.
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