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Who are we and what do we do?
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What’s our problem?
• Small team
• Lots of users (all untrusted)
• Lots of systems
• Lots of logs 
• Luckily, no “sensitive” information BUT
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Why Elasticsearch

• Easy to deploy (minimum configuration)
• Scales vertically and horizontally
• Easy to use API
• Modules for most programming/scripting languages 
• Actively developed with good online documentation
• It’s free
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How Elasticsearch Works in 25 seconds
Shards 
• Single instance of Lucene on a node
• Can be primary or replica

Index 
• Mapping of shards to nodes 
• Like a database within a relational database

Nodes 
• Keeps a copy of the index
• Maintain primary and replica shards
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Hardware  and Infrastructure

• Blades
• Network attached storage – NFS
• Aggregate TAP, SPAN off switches (physical and 

virtual)
• Virtualization (VMware)
• Puppet
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Nodes

8 x Nodes – virtualized
• 4x Cores
• 16 GB ram
• 500 GB data partition (NFS->NAS)

Deployed/Configured using Puppet modules. 
https://forge.puppetlabs.com/
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Software 

(Data Collection)

(Glue/Integration)(Queuing)

(Storage, index, search)

(Visualization)
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Data Sources

• Windows Event Logs
• Syslog
• Bro (session data/dpi)
• SiLK (flow)
• SNMP 
• PCAP (stored on disk, index information in ES)
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Can I see a diagram with boxes and 
arrows?
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Things we can do

• Batch analysis (retrospective)
• Correlation between data sets 
• Make pretty graphs for displaying on TVs – Kibana
• Alerting – Python/R
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Where we want to do

Puppet / Applications containers (ie, Docker)
Our environment is defined in software.
Can we use this to automate auditing?
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Batch/Retrospective Analysis

• Say we saw some interesting traffic coming from 
one of our servers – we want to know which 
processes were run around that time on that 
host…

• Set a simple filter in Kibana like…

• Kibana queries ES and returns…
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Batch/Retrospective Analysis
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Batch/Retrospective Analysis

• You can also use ES Python API to perform 
queries – http://elasticsearch-py.rtfd.org/

• Lots of query and filter options; JSON syntax; 
more flexibility and control

• Good for…
• Running queries on-demand over any period of time
• Checking on important events that are too 

cumbersome to alert on
• Daily review of logs
• Investigation
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Batch/Retrospective Analysis

• Example query bodies

• And get…
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Batch/Retrospective Analysis
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Correlation of Data Sets & Visualization

• Correlate events within and between data sets to 
gain context

• Visualizing data with Kibana facets…
• Makes aspects of data more readily apparent
• Aids perspective and understanding of data
• Looks cool

• Typically…
• Attach one or more Queries to individual facets
• Drill down on specific data using Filters (whole page)
• Plethora of info with just one or two filters
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Correlation of Data Sets & Visualization
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Correlation of Data Sets & Visualization
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Alerting – Windows Event Monitoring

• Want to know about certain events as they occur
• Administrator login
• Local/SAM account login attempts
• User account creation/re-enabling
• Creation/Addition to Groups
• Scheduled Task creation
• Log cleared

• Uses ES Python API and CRON
• Queries ES 15 times per hour
• Every 4 minutes -> “from”: “now-4m”
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Alerting – Windows Event Monitoring

• Example Alerts received via email notifications
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Alerting – Windows Event Monitoring

• Example Alerts received via email notifications
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Alerting – Windows Event Monitoring

• Example Alerts received via email notifications



27

Alerting – Windows Event Monitoring

• Example Alerts received via email notifications
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Alerting – Irregular Login Activity

• Want to keep an eye on privileged account use
• Want to know…

• When users login to hosts they never or rarely ever 
login to

• When users login from atypical source IPs
• When user logins violate certain thresholds based on 

previous behavior
• Uses ES Python API, CRON, R, and sqlite3 DB

• Delivers daily login stats
• Updates weekly and expires old weeks
• Checks against DB with 4 weeks of aggregated data
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Alerting – Irregular Login Activity

24 hour 
stats

• Processed by R and 
delivers Daily Login 
Stats email with plots

RSweekly.
txt

• Contains 
all login 
activity for 
the week

lin_stats_we
ekly.py

• Processes 
RSweekly.txt with R, 
expires old weeks / 
entries, deduplicate

DB
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Alerting – Irregular Login Activity

• Example Daily Login Stats with plots
• Email Message
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Alerting – Irregular Login Activity

• Example Daily Login Stats with plots
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Alerting – Irregular Login Activity

• Example Daily Login Stats with plots
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Alerting – Irregular Login Activity

• Example Daily Login Stats with plots



34

Alerting – Irregular Login Activity

• Example Alerts received via email notification
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Questions and
Discussion
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