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ABSTRACT

Modern enterprise networks are of sufficient complexityt thaen
simple faults can be difficult to diagnose — let alone transient out-
ages or service degradations. Nowhere is this problem nppara
ent than in the 802.11-based wireless access networks nigw ub
uitous in the enterprise. In addition to the myriad comgplesi of
the wired network, wireless networks face the additionalleimges

of shared spectrum, user mobility and authentication mamagt.
Not surprisingly, few organizations have the expertiséq datools

to decompose the underlying problems and interaction®resspe
for transient outages or performance degradations. |p#psr, we
present a set of modeling techniques for automaticallyastiariz-
ing the source of such problems. In particular, we focus da da
transfer delays unique to 802.11 networks — media accesmayn
ics and mobility management latency. Through a combination
measurement, inference and modeling we reconstruct sowifce
delay — from the physical layer to the transport layer — ad a®l
the interactions among them. We demonstrate our approacy us
comprehensive traces of wireless activity in the UCSD Cadepu
Science building.

Categories and Subject Descriptors

C.4 [Performance of Systems]: Modeling techniques
General Terms

Modeling, Measurement, Performance
Keywords

Wireless networks, 802.11, modeling, measurement

1. INTRODUCTION

“Is your wireless working?” The familiarity of this refraimder-
scores both our increasing dependence on ubiquitous &iteom-
nectivity and the practical challenges in delivering ors firiomise.
The combination of unlicensed spectrum and cheap 802.itbrsil
have driven a massive deployment of wireless access cipabil
which started in the home and was soon followed by the wodepla
Today over two-thirds of U.S. corporations provide WiFsbd un-
tethered Internet connectivity [8]. However, there is angigant
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difference between installing a single wireless accesst|fAP) in
an isolated home — effectively a simple range extender foiredv
Ethernet interface — and wireless deployment throughoeter-
prise. The latter may comprise hundreds of distinct APssfadly
sited and configured in accordance with a radio-frequené&y ¢§Re
survey and, ideally, managed to minimize contention, maem
throughput, and provide the illusion of seamless coveragre-
over, this intricate machinery is not managed by the 802rbiop
col family itself — which, in all fairness, was never desidrfer
the level of success it has experienced. Instead, the bdatlen
to the network administrator who must manage the interastiee-
tween the RF domain, link-layer variability, dynamic adchiag
and authorization, VLAN setup, as well as the myriad comifilex
of the wired network itself.

Given this complexity, it is not surprising that eveample faults
can be difficult to diagnose — let alone transient outagegitice
degradations. Thus, when a network manager is asked, “Why wa
the network flaky ten minutes ago?” the answer is inevitdiiy
not sure. It looks fine now.” While this problem is not unique t
802.11-based networks, these environments introdudesfuirttri-
cacies that are unique and qualitatively harder to diagnose

Among these issues, wireless networks interact via shaect s
trum in ways that may not be observable directly (contenéind
interference) and yet can produce significant end-to-etalyger
packet losses. Further complicating such analysis, thel@G2an-
dards allow considerable “latitude” in the media accessooa
and consequently vendors have produced a wide range offiete
tations” — many of which have significant impact on perforiwean
Finally, the promise of seamless coverage is not a propestyigeed
by 802.11 itself. Instead, most enterprise deploymentdement
this property using an undeclared “layer 2.5” patched togrefrom
portions of the 802.11 protocol, VLANs, ARP, DHCP and often
proprietary mobility management and authentication sgstdJn-
surprisingly, the resulting Rube-Goldberg contraptios s own
unique failure modes.

In practice, few network administrators have both the tiedai
visibility into network behavior and the breadth of knowdgecheeded
to diagnose such problems. When they do, the process ig/Haghl
bor intensive and rarely cost effective except for the mesere
and persistent problems. Even then, the range of interectiod
lack of visibility into their causes may stymie manual diagis. In
one recent episode at UCSD, wireless users in a new officgibgil
experienced transient, but debilitating, performancélems last-
ing over a year, despite extensive troubleshooting by lexpérts
and vendor techniciarts.

We believe we have diagnosed their problem — a subtle bug in



Our experience suggests that such diagnoses must be fully au
tomated to be effective. As a first step in this direction, vaeeh
developed models of wireless delays from the physical layéne
transport layer. In particular, we demonstrate technigodsfer
the causes and effects of both link-layer delays and mphbiian-
agement delays. To demonstrate their effectiveness, wewse
models to investigate the causes of transient performamdzgms
from traces of wireless traffic in the four-story UCSD Congut
Science building. We find that no one anomaly, failure orrate
tion is singularly responsible for these issues in our @mritent —
suggesting that our holistic analysis approach may be saneo
cover the range of problems experienced in real networks.

The remainder of this paper is structured as follows. We ffirst
view the literature we build upon and related efforts in ece.

In Section 3 we summarize the monitoring system we use tecol|
trace data for use with our models. We then outline the manry po
tential sources of service disruption — the gauntlet faceédrh
802.11 packet — in Section 4. Sections 5 and 6 describe o tec
nigues for modeling media access and mobility management be
havior, respectively, including an analysis of the proldedenti-
fied at our location, followed by our conclusions.

2. RELATED WORK

Ever since wireless local-area networks such as 802.111esare
deployed, researchers have sought to understand how ystems
behave and perform based on empirical observations. Th&enon
ing systems used to make these observations have incriyasiag
panded both in complexity and scope over time. Early systesed
existing infrastructure, such as the wired distributiotwtek and
the APs, to record wireless traffic and network characiesige,
16]. Later systems deployed small numbers of dedicated -moni
toring nodes, sometimes concentrated near the APs, othesti
distributed throughout the network, thereby pushing tbatfer of
observation into the link-layer domain [12, 18, 23]. Receffrts
have substantially scaled monitoring platforms to obsédavge,
densely deployed networks in their entirety [1, 7], pronglithe
ability to observe every link-layer network transmissi@nass lo-
cation, frequency, and time [7].

These monitoring systems have been used to directly measure
number of interesting aspects of 802.11 behavior and pegoce,
ranging from application workloads and user mobility at kiigh
level to wireless loss, rate adaptation, and handoff delétyealink
layer [10, 13, 19] and even physical layer anomalies [22].

Other techniques infer more detailed network events andhcha
teristics, such as link-layer loss and the transmittersokpts lack-
ing MAC addresses [4, 7, 18], co-channel interference ardwo-
tective APs [7], misbehaving and heterogeneous devices, [d],
root causes of physical-layer anomalies [22], and regidrmsoor
coverage [4]. We greatly expand upon these detailed eféorts
present techniques to infer critical path delays [3] of meaticess
for every packet, such as AP queuing delay and media coatenti
(mandatory and regular backoff), as well as techniquesittfiet
management delays for supporting intermittent and molaleces
for every user.

To infer critical path delays for wireless transmissiong, ae-
velop a detailed model of 802.11 media access (Section Sheku
ous models have been developed previously to estimatausaais
pects of 802.11 performance, such as the overall networkoiigp
as governed by the 802.11 protocol [6], the maximum throughp

the AP vendor’s implementation — but it is easy to undersiand
retrospect why its discovery was challenging to find throtrigd
and error.

Start

Duration

Radio Monitors
Infrastructure APs
Wireless clients|
Raw trace siz€g

Unique frames capture

1/11/07 @ 00:00
24 hours
192
40
188
96 GB
1210 M

Table 1: Summary of trace characteristics.

of a flow in an 802.11 network [14], and the saturation thrgugh
and expected access delay of contending nodes [17]. Sucblsnod
are typically analytic. To make analysis tractable, thepliekly
make simplifying assumptions such as absence of transmissi
rors, uniform transmission rates and packet sizes, infirote de-
mand and steady contention for media access, uniformlyorand
probability of collisions and interference, etc. As a résthese
models may be useful for understanding the limits of 80241t p
formance under idealized conditions, but omit analysisqfartant
aspects of real networks that we infer with our model: themifgg
ing effects of bursty traffic that averages and expectedegabon-
ceal, and the complexities of workload, protocol, and envinent
that lead to correlated and unexpected interactions.

Three recent systems are closely related to the goals gfdbisr.
DAIR uses wireless USB dongles attached to desktop machines
an enterprise wireless network to measure wireless evenusgh-
out the network [1]. DAIR applications install filters at tvireless
monitors to trace information of interest and store it in atca
database; applications (inference engines) then useatasa per-
form analyses. Very recent work on DAIR develops management
applications that take advantage of client location, siidanti-
fying regions in the network experiencing consistently mpoov-
erage [4]. Our goals are similar in that we develop analysesd
network management, but we base analysis on a global uaddrst
ing of network behavior across all protocol layers.

WiFiProfiler [5] also helps users troubleshoot wirelessramm
tivity problems. WiFiProfiler relies upon peer diagnosiscag
clients without the involvement of system administratoshile
our paper uses third-party monitoring and inference. Wigiker
installs custom software on the client to collect detailedaork
stack statistics, such as beacon losses and queue lengtiellas
as OS and driver details. It then exchanges this informatiibin
peers to diagnose connectivity problems. The client can tee
termine if it has an association problem, DHCP problem, oPTC
problem. The MOJO system develops tools and techniquesto id
tify the root causes of physical-layer performance anagsakuch
as broadband interference and the capture effect [22]. anid
are interested in physical-layer issues, we identify therjust one
cause among many across the interacting protocol layers.

3. TRACE COLLECTION

The modeling approach we describe in this paper operates on
detailed traces of wireless activity. We use the Jigsawesyste-
scribed in [7] to collect the traces we use in this paper, ard w
briefly sketch the system in this section. Jigsaw is a disteid
wireless monitoring platform that we have deployed in oyate
ment building to monitor the production 802.11 network. phe-
duction 802.11 network consists of 40 Avaya AP-8 802.11 bfg a
cess points covering four floors and the basement. The APs are
identically configured (except for their channel assignthemd
support both 802.11b and 802.11g without encryption.
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Figure 1: Physical error frame pattern during microwave oven
use. The y-axis depicts (time % 16) ms, showing the offset of
physical error packets within the 16 ms microwave period. Tle
x-axis shows two minutes of microwave use.

The hardware monitors consist of 192 radios interspersed be
tween the infrastructure APs. The radios passively morther
wireless network and report all wireless events acrossitotachan-
nel, and time via a private wired network to a back-end s®rag
server. Jigsaw merges and time synchronizes these sepadiie
traces into a single, global unified trace. Moreover, Jigpaw
forms this operation in real time; a single 2.2Ghz AMD Optero
server can synchronize one minute of raw trace data in urisler 1
seconds.

We currently configure Jigsaw to capture the first 120 bytes of
each wireless frame. As a result, the aggregate monitdictraf
from all radios ranges from 2-10Mbps and is roughly five times
the amount of production wireless traffic. On a typical weskd
the raw traces total 80 GB and the merged, synchronized isace
roughly 10 GB in size. Our analyses are conducted on the sgnch
nized trace; the raw traces are used for debugging purpoggs o
The particular trace used in this paper was collected onstlayy
January 11, 2007. Table 1 shows various high-level chaistits
of the users and traffic contained in this trace.

4. THE TROUBLED LIFE OF A PACKET

There are numerous sources of disruption or performanaadeg
dation in an 802.11 network. To illustrate these challerged
motivate the need for our analyses, we provide a quick prisner
several potential sources of delay and packet loss.

4.1 Physical layer

The physical layer presents the first obstacle for an 802akhe
hoping to be delivered. Sharing the unlicensed 2.4GHz ISMiba
are a wide range of non-802.11 devices, ranging from cadles
phones to microwave ovens. An 802.11 packet in flight may be
corrupted by broadband interference from such devices roait
simply be overpowered at the receiver. Alternatively, teader

ms (half of the 60-Hz cycle) followed by a similar period ofigs+
cence. In all cases, in-range 802.11 radios will defer trassion
until the medium is idle, building queues and adding delath&
process. Frames in flight when the oven is turned on may be cor-
rupted, depending on the receiver power of the microwaveasig
Such physical layer interactions are not restricted to 8@2-11
devices. The 2.4GHz ISM band combined with the nominal 22-
MHz channel bandwidth used by an 802.11 transmitter can eas-
ily overlap neighboring transmitters on different chasnéhdeed,
while conventional wisdom holds that 802.11 has three gdho
nal channels in the United States, this statement is notyalivae
in practice. We have routinely observed adjacent chanmetan-
tions and have even witnessed many successful packet i@mtept
between radios in which the transmitting and receivingaadiere
separated by as much as 50 MHz (i.e., channel 1 to channedinl1).
addition to neighboring channel interference, 802.11 alsfters
from the capture effect [15], which means a radio often decodes
the frame with higher signal strength when two packets delit a
receiver.

4.2 Link layer

The 802.11 link-layer presents another potential perfocadand
mine for user packets. In particular each 802.11 access$ p@in-
ages two critical functions: media access and bindings dtw
individual stations (clients) and APs. Each of these fuomsican
induce additional and, at times, unnecessary delays. Wa&idsm
each in turn.

Transmission delays. Sources of link-layer transmission delay
include queuing at the AP prior to wireless transmissiomtgr
col delays such as mandatory backoff on transmission, eyt
backoff on loss, packet transmission time (a function of ehe
coded frame rate and the packet size), and contention ingtie n
work when users and APs overlap and share a contention domain
(or due to interference as mentioned above). A single paukst
be delayed by all of these factors and, due to retransmidsioy
be impacted multiple times. Moreover, it is common for 802.1
drivers to encode data at a lower rate after a loss, even lthibig
practice may have unintended negative effects such asasioge
channel utilization.

For example, consider a packet received by an AP at tinle
may be delayed in a queue waiting for previous packets toans-{r
mitted (each experiencing their own media access delayseand
transmission overheads). When it reaches the head of theeque
the AP must perform a mandatory backoff, waiting betweend an
15 slot times (a normal 802.11b slot is 28, although 802.11g
permits the use of a “short” @s slot time under certain circum-
stances). After the backoff it must sample the channel fedilra-
tion of a “DIFS” interval (50us) before sending. If the AP detects
a busy channel, it will perform yet another backoff beforeneo
mencing the transmission. Finally, the packet is trangahittith
a delay largely determined by the sender’s choice of ratew-Ho
ever, if the sender does not receive an acknowledgment fnem t
receiver, the sender performs another backoff before estcins-
mission. Of course, this explanation is over-simplified ang real
analysis must also deal with delays from interacting protdea-

may detect the presence of RF energy on the channel and defettures like power management and vendor irregularities,(sogne

transmission — incurring delays until the interfering ssmiceases.
For example, Figure 1 illustrates the interference caused b
microwave oven. The figure depicts the reception of physioalr
frames over time. The characteristic pattern (the whitg gegults
from the wave doubler circuit used in consumer microwavensve
to convert A/C line power into microwave energy. Roughlyaipe
ing, a U.S. oven will generate swept broadband interferéoic8

vendors allow certain packets to be prioritized in betwesrans-
missions of a frame exchange). Unfortunately, most of tHayde
components at this level cannot be observed directly simegde-
pend on the internal state of an AP, which is not exposed wa an
protocol feature.

Management delays. Another important source of overhead in
wireless networks broadly falls into the category of wisslenan-



agement. 802.11 clients and APs are in a constant dance tryin
to determine the best pairing. To address issues of mahilignts
continually scan their environment looking for a bettertpar. APs
respond to these scans, and additionally broadcast betcoearby
clients. If a client switches APs, another set of exchangkest
place that authenticates the client to the network and bihds
client and the AP (a process called association).

Additionally, APs must deal with significant heterogeneiity
their client base, which includes distinct capabilitiesl aonfig-
urations. Consequently, a negotiation takes place betwigemts

and APs about which features are needed — 802.11b vs. 802.11g

transmission, power savings, etc. Unintuitively, the choof a
single notebook computer to associate with an AP can tramsfo
that AP’s behavior as it tries to accommodate the lowest comm
denominator among its clients. For example, in our previeok
we reported that the presence of a single 802.11b client -rave
that is not transmitting — will often force an AP into 802.1Jgo-
tection” mode, thereby degrading service for all 802.11gys1q7]

4.3 Infrastructure support

APs are fundamentally bridge devices. To obtain Internet co
nectivity a client must in turn acquire an IP address — tylpica
via DHCP — and the MAC addresses of next-hops to destinations
— typically via ARP. These protocols exhibit complex dynasi
in themselves, and their failure may isolate a station fanestime.
Their use with 802.11 exacerbates their complexity sineg tre
used in specialized ways, frequently tied together with WsAus-
ing proprietary mobility management software that auticetes
stations via a single sign-on interface and allows IP adg®$o
remain constant as a client roams between APs. There is no sta
dard for implementing this functionality and, unsurprgdin failure
modes are not well understood.

4.4 Transport layer

Finally, any underlying delays or losses are ultimatelywéeéd
to the transport layer, usually TCP, which may amplify thedfects
believing these behaviors to be indicative of congestion.

While this complex set of processes frequently works sspri
ingly well, when it does not it can fail spectacularly and esg
users to significant response time delays. It is the goalisfidyper
to systematize the analysis of these issues to better uaddrthe
source of such transient problems.

5. MEDIA ACCESS MODEL

In this section we describe a media access model for megsurin
and inferring the critical path delays of a monitored framans-
mission.

The model consists of a representation of the wired didiohu
network, queuing behavior in the AP, and frame transmisgsiing
the 802.11 MAC protocol. The goal of the model is to determine
the various delays an actual monitored frame encountenstis i
verses the various stages of the wireless network path. Agta h
level, our approach first determines a series of timestamps f
frame as it traverses this path and is finally transmittechieyXP.
From these timestamps we can compute the delays experiegiced
the packet. Table 2 summarizes the definitions of the timga
and delays in our model, and Figure 2 illustrates where imtte
work path they occur.

mission behavior necessary to perform the inferencesesept a
key contribution of this paper.

In the following sections we describe in detail our model pom
nents and how we measure and infer these timestamps andédelay
We then show how the critical path delays determined by theaino
can provide valuable, detailed insight into the media acbebav-
ior of wireless users. Finally, we show how we can use the inode
to diagnose problems with TCP throughput.

5.1 Critical path timestamps

To start our analysis, we first measure the timestamp of each
packet as it leaves the wired gateway router on the way toelesis
access point — a time we definetas We capture this information
using a SPAN port configured to forward a copy of each packet as
it leaves the building’s main distribution router. Thesgies are
directed to a dedicated tracing server where they are tamgstd

(we assume that this propagation delay is constant).

To calculate additional timestamps we must combine observa
tions of the packet on the wired network together with obstons
of the packet on the wireless network. To match packets scros
wireless and wired traces, we compare normalized packe¢etn
(adjusting for 802.11 vs Ethernet Il frame formats) over a sac-
ond window; one second reflects the empirical maximum wssele
forwarding delay of a wired packet in our network. Most match
are one-to-one, meaning one wired packet corresponds twioge
less packet, but there are cases of one-to-many matchesn-For
stance, broadcast frames such as ARP requests can matgbienult
wireless frames because each AP will forward the ARP regoest
the wireless network. Occasionally, a packet is also dropjpe to
AP queue overflows — typically when clients perform bulk dewn
loads — which we detect based on frame sequence numbers. Over
all we match 99.95% of the wired frames in our trace.

The next step is to determine when the AP has received thefram
from its wired interface. Since we do not have taps on the APs o
control the AP software, we cannot directly measure thigtim
and instead must infer it; is a function of the AP’s Ethernet I/O
delay and the propagation delay between the gateway raudehe
AP. For each AP, we estimateby first measuring the distribution
of the interval {; — t.,), the difference between the wireless trans-
mission time and the wired timestamp of the packet. The minim
value of this distribution, minus DIFS, is the sum of wiredwnerk
delay and AP input processing delay for the minimum packat. si

From here, we determine the transmit queue timestamps of the
packet inside the AP, both when the packet enters the transmi
queue {,) and when it reaches the head of the quetg. (We
model the AP as having three FIFO packet queues, the transmit
ready queue and two waiting queues based on the 802.11 sfanda
If the packet is broadcast or multicast, the AP schedulestd the
broadcast queue; the AP flushes this queue into the transmiieq
after the next beacon transmission. If the packet is debtoa
power-saving client, the AP buffers it on a power-save qudie
AP flushes the appropriate packets from the power-save qotee
the transmit queue when the client wakes up (by receivingM-PS
reset data or management frame, or a PsPoll frame from #ng)cli
Otherwise, the AP places the packet directly on the trangugtie.

It is critical to model the queuing behavior precisely taraste
further wireless delays. For example, if we did not modelkpac
ets sent to clients in power-save mode correctly, they wapfgear

Our model uses measurements of the frame both on the wiredto be delayed at the AP for tens of milliseconds. We determine

network and the wireless network to determine some of thegim
tamps. The challenge, however, lies in inferring the remain

timestamps and, hence, delays. The inference techniqueewe
velop, along with the representations of AP queuing andrémest

whether clients are in power-save mode when packets for #rem
rive at the AP by tracking either the PSM bit of client frameshe
wireless trace, or when beacons indicate that the AP hasriedff
packets for clients (TIM). Further, the 802.11 standardadiés that
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Figure 2: Representation of wired distribution network, queu-
ing behavior in the AP, and frame transmission. The arrows in
dicate where in the network we measure and infer timestamps
as frames traverse the network, and the corresponding delay

we calculate.

an AP should deliver broadcast frames at beacon intervatsier-
saving clients exist because these clients only wake uposeth

times.

Based on the frame destination and client power status, gve ta
each frame with the appropriate queue type. Subsequerglgsw
timate the time when the AP places the frame on the transonissi
queue,tq,. For a broadcast/multicast frame, is the time of the
latest beacon prior to the frame’s transmission. For frades
tined to power-saving clientg, is the time the client notifies the
AP that it has woken up by sending a frame with the PSM bit off

d_mac

Timestamp Definitions

tw Frame leaves gateway

t; AP receives frame from wired interface
tq Frame enters radio transmit queue

th Frame reaches head of transmit queue
ts First bit of the frame transmitted

te End of last ACK or estimated ACK timeout
Delay Definitions

dps tq - t;: AP power-save/broadcast buffering delg
dg tn - tq: AP (transmission) queuing delay

dmac | te - tn: MAC delay

dto ts - tn: Access delay of first transmission attempt

<

Table 2: Summary of timestamps and delays determined by the
media access model.

of the last transmission attempt, including all retransioiss and
contention. For unacked broadcast frantess the scheduled end
time of the transmission (NAV end). Consequently, for umatk
broadcast frames is the end time of the data frame plus 6.

Frames internally generated in the AP represent a spedal ca
because we cannot observe when the AP generates them. For ex-
ample, we do not know when the AP has scheduled a scan response
because no corresponding packet appears in the wired Fade-
nately, these frames are typically management responsg®eid
requests, such as scan responses and association/a#tientie-
sponses. We assume that the AP generates these responses and
places them on the transmit quetig) fmmediately after it receives
the requests.

5.2 Critical path delays

We calculate the critical path delays as intervals betwisest

such as a PsPoll control frame. For the remainder of the §ame tamps. In particular, the buffering delay for power-savatignts

t, = t; because the AP schedules them on the transmission queueand broadcast framesds; = t4 - ¢;, the time from when the frame

immediately after it has received them from the wired irgteef
Next, we infer the time when the packet reaches the head of themit queue. We label this “power-saving delay” because brasd

queue,ty, and the AP is ready to transmit it using 802.11 DCF.
We determing;, under three conditions based upon the end time of
the previous frame exchangg,. First, if the AP places the frame
on the transmit queue before the previous transmission letes)
then the frame experiences head-of-line blocking. We catecthe
frame reaches the head of the queue after the previous frame e
change finisheg = t,.), and we label this frame as “head-of-line
blocked.” According to the 802.11 standard, a sender mufbime

a mandatory backoff at the end of each frame exchange todgovi
fair channel access. We cannot directly measure this rarmmk-

off window but we know the maximum of this window from the
standard. Therefore, if the frame enters the queue beyanchaix-
imum mandatory backoff window aftey., the frame must find the
transmit queue empty and the AP can transmit immediatelgcele
tn = tq, and the packet is labeled as “not head-of-line blocked.” Fi
nally, if the AP places the frame on the transmit queue dulttireg
maximum mandatory backoff window of the previous attermpe, t
frame may or may not experience head-of-line blocking bypttee
vious frames. Since this backoff window is very small (389in
802.119), less than 1% of the frames fall into this categdie
assume the transmit queue was empty, a&nd the frame does not

encounter head of line blocking. Thts=t, as well.

We determine the starting and ending transmission timekeof t
frame exchangets andt., directly from the synchronized trace.
The start timet; is the start of the first transmission attempt, in-
cluding the control overhead of RTS/CTS and CTS-to-selfe Th

reaches the AP and when the AP places the frame on the trans-

frames are buffered for power-saving clients who peridtjiegake

up at beacon intervals. The AP transmission queuing deldy ¥

tn - tq, the time between when the AP places the frame on the
queue and the time when it reaches the head of the queughge.,
AP is ready to transmit it). After the frame reaches the hddte
transmit queued .. is the time the AP takes to perform a frame
exchange to the receiver including clear channel assessnidY
(re-)transmissions, and any exponential backoffs. Taius+ d, +
dmac IS the total time the packet spends in the wireless disidhut
network.

We further categorize the queuing deldy into three compo-
nents: delay caused by background management frames such as
beacons, scan responses, ett), unicast frames to the same
client (dgs), and unicast frames to other clientg,); dq = dg» +
dgs + dqo. These values are calculated by modeling the contents of
the AP queue, characterizing frames queued earlier and ;wgnm
their media access delay$.{..)-

5.3 \Validating the model

To validate our AP model, ideally we would instrument an AP
and compare our inferred timings and the actual ones foryever
frame transmitted. Unfortunately, we do not have acces®io- c
mercial APs or open-source 802.11 drivers that export augeor
channel-probe delay timestamps on a per-frame basis. Howev
we can examine the delays inferred by our model and determine
whether those delays are consistent with delays expeatedtfre

end timet. is the end of the frame exchange: the end of the ACK known operation of the 802.11 MAC protocol.



N = CWrin
1. Wait DIFS until channel becones idle.
2. If channel is not busy, go to step 4.
3. Performa regul ar backoff
bo = rand[ 0, N]
Wiile bo > 0
probe channel for 20us

if busy wait DIFS until idle.
--bo
4. Send the frame; if no ACK is received,
double N and retry fromstep 1.
5. N = CWrin, performa nandatory backoff

as in step 3.

Figure 3: Simplified 802.11 DCF operation for unicast.

First we examine the distribution of the access delay of tis¢ fi
transmission attempdo = ¢, - t5, from a TCP flow from our trace.
Figure 4 shows the cumulative distributiondf in microseconds
for one hour of frame exchanges that are “head-of-line @dtk
from an Avaya AP to a client using 802.11g to perform a bulk TCP
download. Most of the traffic from the AP is destined to thard
during that hour. We focus on the first transmission attenfipt o
head-of-line blocked frames (typical for bulk downloadstause
of the predictable delay distributions that should restdhf the
802.11 protocol.

To explain the distribution, we first summarize the 802. khsr
mission process in Figure 3. This code segment is a simpliéed
sion of the unicast DCF operation in the 802.11 standard [REdj
frames sent in succession, the AP first waits a mandatoryoffack
delay. The mandatory backoff delaybis - 20us, where the Avaya
AP randomly chooses the integer dlotbetween 0-15 for 802.11g.
After the mandatory backoff, the AP will start a regular DQjeo
ation. First it listens on the channel for the DIFS inten®l (s). If
the channel is idle, the AP transmits the frame immediatalyhis
casedyo is the mandatory backoff delay plus the DIFS delay. Dur-
ing the backoff, the AP defers decrementiiiguntil the channel
becomes idle for DIFS. Therefore the backoff delay depemda o
combination ofbo and the channel contention the AP experienced.

The distribution of access delays shown in Figure 4 refléas t
various components that comprise the overall access deJafv-
ery frame must wait at least a DIFS interval during the trahsm
process; hence, the distribution starts at a delay ofi&@narked
by the first vertical line. The “steps” immediately follovgrcor-
respond to the mandatory backoff delay that doetsexperience
any contention. The frames have a DIFS delay plus the marnydato
backoff delay, a random multiple of 2@s slots from 0-15; each
step in the graph corresponds to one of the slots. The se@nd v
tical line (X = 50 + 15 % 20) marks the end of this category of
frames (about 60% of the frames transmitted).

The next group of frames (through 8438) are frames experienc-
ing contention during the mandatory backoffs. The conterttiey
experienced is mostly due to TCP-ACK packets from the client
the AP. The PHY transmission time of these packets is/&17As
a result, the backoff incurs an additional 447 + DIFS = 48%on-
tention delay — hence the second set of “stairs” that staifsrRS
(from step 1) + 497 = 547s and ends &i47 + 15 % 20 = 847us.
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Figure 4: Access delay o) distribution of one hour of head-
of-line blocked frame exchanges from an Avaya AP-8 AP to a
client doing a bulk TCP download.
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Figure 5: Access delayd;o) distribution of head-of-line blocked
frame exchanges from a Cisco Aironet 350 AP to a client doing
a bulk scp download.

Notice in the first set of stairs that the later steps tend &hiogter
than earlier steps, but the second set of stairs show thesitppo
pattern. This behavior is because, having chosen a lacgelue,
the sender is more likely to lose the contention and to haveafb
for the winner to finish its transmission. The probabilitygefting
interrupted during mandatory backoff is about 40% (the @etage
of frame exchanges experiencing congestion in the anafjae},
which roughly corresponds to the delay ACK policy in TCP ¢en
ACK on every other TCP-DATA).

Next, we perform a similar analysis using an AP from a diffiére
vendor to show that our approach is not tied to the implentiemta
of a particular vendor. Since we could not replace an Avaya AP
in our production network with an AP from another vendor, we i
stead performed a controlled experiment using a Cisco &ir8&0
AP. We downloaded a large file using scp to a client connedted v
the Cisco AP using 802.11b/g, and we plot the delay distribu-
tion as the “all” line in Figure 5.

The second set of stairs is not as pronounced because thersend At first glance the distribution looks dramatically diffetefrom

may experience different lengths of contention delays. FfEhgain-
ing 10% of transmitted frames with the largest delays armés
that experienced longer contention delays or performedyalae
backoff in step 3 of Figure 3.

the Avaya’s distribution in Figure 4. But, in fact, it reflethe same
802.11 sender transmission process, albeit using diff@am@ame-
ters. The parameters differ from Avaya because the CiscoryP o
used 802.11b, so its minimum contention wind@W},,;», is 31



instead of the 15 used by 802.11g. As above, the distribigien
mix of two kinds of frame exchanges. The first kind are frame ex
changes that experience contention during the mandatakofia

asY, times out and recovers. Finally;'s download goes through
a phase change just after 14:40:00. The other clients firoam
loading (the frames in the AP queue are 14) andY; no longer

If we detect that the AP has acknowledged some frames (mainly has to share the channel. AP queue occupancies drop andugoodp

TCP-ACKs from the client) during the mandatory backoff iagst
5, we label the frame exchanges as having contention andhaot
distribution as the “contention” line in Figure 5. The linerfns

a set of stairs starting from around 408. This offset is exactly
DIFS plus the pause during backoff to wait for a TCP-ACK trans
mission. Otherwise, we plot the remaining frame exchandgyde
in the “no contention” line, which forms another set of 31pste
starting at DIFS. If we aggregate these two distributionyrims
the “all” line analogous to the curve shown in Figure 4.

We have also performed a similar experiment with the Avaya
AP-8 where we change the slot time to the short slot timggp
instead of the regular slot time (26s5). The distribution changes
(the width of a stair) accordingly.

In summary, even though we must infer the timing of some of
the events that determine critical path delays, our expeeiédas
been that our media access model is consistent with 802.4rt op
ation even for very fine-grained phenomena. Furthermore;ame
apply our model to different vendor APs, parameterized @tco
ingly. Fortunately, these parameters are straightforwaumabtain.
The model requires 802.11 parameters like minimum corgenti
window, maximum contention window, and slot time, all of wini
can be found in the AP manual or configuration GUI to correctly
parameterize the model for a deployment.

5.4 Applying the model

The media access model makes it possible to measure thakriti
path delays for every packet sent from APs to the client. As an
example, we focus on a particular AP in the building whereehr
clients (X, Y3, Z,4) are using TCP to download different files from
the same Internet server, and the downloads overlap in tirhe.
clients compete with each other for both AP resources artthaer
Two clients use 802.11bX(,, Y3) and the third uses 802.11g().

We apply the media access modelYids TCP flow to measure
the critical path delays for each of the packets sent fromAtRe
to the client. Figure 6 shows the delay breakdown for thisntls
packets over four minutes. Each spike in the graph correksptm
the combined queuing and wireless transmission delaysdost
mitting one frame. The MAC delay.., is quite small (even with
contention among three clients) and are shown at the tof &pah
spike. We break down the queuing delay into three components
“other” is the delayd,, waiting for frames to other clients to leave
the queue; “self” is the delay,, waiting for frames to this client;
and “background” is the delaj,;, waiting for background manage-
ment frames (beacons, scans, etc.). Overlayed acrossikies &p
the TCP goodput achieved by the client. Above the spikes we& sh
points in time where a frame was lost during wireless traesion
(triangles) and on the Internet (diamonds).

This detailed breakdown shows a number of interestingaiter
tions and behavior. First, queuing delay in the AP is the dhami
delay on the wireless path to the client. These delays arrsrd
of magnitude larger than the wireless transmission delagofd,
roughly half of the time client;’s frames were queued for its own

increases substantially beyond the level when it was cdirign
with other clients.

5.5 TCP throughput

Next we describe how we can use the media access model as
a basis for diagnosing problems with TCP throughput for wire
less users, and show that there can be many causes that @an lim
TCP throughput. Given a TCP flow using wireless, we first iden-
tify whether the TCP flow is attempting to transmit and maximu
speed. We then examine the flow to determine whether thraughp
performance appears to be limited by wireless network c¢immgi.

If so, we use the media access model to determine critichlget
lays for packets in the flow, evaluate how those delays intavih

TCP, and assign a root cause for why the TCP flow throughput was
limited when using the wireless network. Our goal to is toveho
the systems administrator the distribution of potentiafgrenance
problems so they can focus on improving the major bottleseck

The first step is to determine whether a TCP flow contained data
transfer periods whose throughput could be limited by ess!
conditions. Since a given TCP flow may have idle periods (e.qg.
think times during persistent HTTP connections), we idgmie-
riods of time during a TCP flow when it is performing a bulk data
transfer. We call such a periodl&€P transaction. A TCP transac-
tion period starts when we observe new, unacknowledged B&P d
and ends when all outstanding data packets have been acknowl
edged. Most of the packets in this period must also be MS&isiz
except for the last data packet, reflecting a period when la dful
data is being sent. We calculate the amount of data traesffelur-
ing the flow to identify transactions of sufficient size thay could
potentially take full advantage of the wireless channelpureently
use a threshold of 150 KB.

We then take these transactions and determine whethegtiwou
put performance appears to be limited by wireless netwonklico
tions, and, if so, why. In our approach, we assume that ttere i
a single root cause and that factors are largely indeper(emnt
wireless loss is independent of Internet loss). We thernyaaahe
transaction through a series of filters. First, if the tratisa is
achieving near optimal throughput for the 802.11 rate uaeda-
bel it ideal and perform no further analysis. Additionalifythe
client ever announces a zero-sized receiver window duhiedptilk
transfer, we label it as receiver window limited.

Next, we model the TCP throughput by extracting the network
and host conditions. We use TCP throughput estimation analy
sis [20] to perform this estimation, calculating idealizbobughput
from the measured path RTT, measured path loss rate, andian es
mated RTO. We fine-tune the throughput model by identifyhmy t
client OS from their DHCP messages and applying OS dependent
TCP parameters [21]. To ensure the throughput model works fo
a particular transaction, we compare the modeled throughith
the actual throughput measured. We proceed only if the raddel
throughput is within 10% of the actual throughput. To detemif
the wired portion of the connection is the bottleneck, wéneste

frames, and the other half was caused by delays encountgred b what the TCP throughput for the transactioight have been if the

frames for the other two clients. Examining the frame delafys
the other clients, most of those other frames were for cliénand
the minority were forZ,. Third, Y, experiences occasional wire-
less loss, but wireless loss does not have a substantiattropa
achieved goodput. Fourtfy; experiences a burst of Internet loss
at 14:39:38, substantially impacting goodput. The AP quiras

client was directly connected to the Ethernet by removimgwire-
less losses and wireless RTT. If the estimated throughpoitaves
by more than 20% compared to the measured throughput, we labe
the transaction as Internet limited.

If the Internet is not the limit, we examine if wireless loss e
ported to the TCP layer is the root cause by adding wireless lo
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Figure 7: Root causes that limit TCP flow throughput.

rate into the throughput estimation; if throughput droperd®0%,
we label the flow as wireless-loss limited. At this point, tiee
maining flows are likely victims of the high delays in the viass
network. We label the transactions as being either limitedueu-
ing delays {q, i.e., background traffic, frames to self, or frames to
other user), power-savé,(;), or MAC delay {...) accordingly.
We further investigate transactions limited by high MACaje.
If over half of the delay is contributed by exponential batko
we label the transaction as contention/backoff limitedteNwhile
high wireless losses normally cause many exponential isattoe
to local retransmissions, we have already filtered out tlcases.
Typically transactions that are limited by backoffs havengniocal
802.11 retransmissions but do not suffer from TCP layeel®sBor

14:39:00

KBps

0
14:39:30 14:40:00 14:40:30 14:41:00

Critical path delays, goodput, and losses over tira for frame exchanges from an AP to a client doing a bulk TCP dowload.

and we are continuing to refine our approach for these cases.
Figure 7 shows the breakdown of root causes across the remain
ing, properly-modeled transactions. The graph shows fuerést-
ing results. First, flows can be limited by a wide range ofed#ht
causes; for a particular user experiencing poor TCP thnauigkve
must model and check all such causes to diagnose theiryartic
problem. Second, over 20% of the transactions are limiteaits-
less loss. This is mainly caused by a faulty 802.11g linlelegtry
policy used by the APs in our building. At 802.11g rates, tHRsA
only perform one link-level retry before giving up when the s
in protection mode; not surprisingly, this policy limits PQerfor-
mance when using those rates. Third, over 22% of the trangact
are limited because our APs are too conservative in usingl&92
protection mode. Thus, both the retry and over-protectioblems
can be easily solved by simply revising the AP software. ¢ualje
the vendor has acknowledged the problem we reported anddtar
to investigate the solutions. Finally, nearly 27% of thexgactions
turn out to be limited by the receiver window size — indicgtthat,
although wireless conditions may initially be suspectptighput
can be limited simply by the client’s TCP stack configuratiény
diagnosis must suspect causes outside of wireless as well.

6. MOBILITY

The second class of overhead in the 802.11 environment is the
expense of the various types of mobility management, inmetud
scanning for access points, association, ARP, DHCP, atithen
tion, etc. Mobility management overhead can cause delays, f
example, while waiting for an IP address when joining a netwo
for the first time, or because of interruptions of normal retnac-
tivity due to scanning for alternate APs. In this section weatibe

example, we found some vendors retry up to 15 times and reduceNow we model delays due to mobility management overhead, and
the rate from 54 Mbps to 1M bps in one frame exchange. The frame We apply the model to traffic in our trace to illustrate howsthe

exchange might eventually go through but the exponenticidfés
could take over 220 ms.

Finally, if an 802.11g client is connected to an over-prtetdc
AP using 802.11g protection mode [7], we label the traneacti
as over-protection limited. Over-protection happens waerndle
slow 802.11b client causes all fast 802.11g clients to tgkeou
two times longer to transmit data than in normal 802.11g.olien
of these cases apply, we label the transactions as limitexbine
unknown factor. Such transactions likely would not benédiigi-
cantly by addressing any of the potential issues we coreider

delays can impact network use under typical wireless ciamdit

6.1 Overhead analysis

We categorize mobility management packets into one of eight
categories: scanning, PSM sleep, association (includitigpaiza-
tion, association, reauthorization, and reassociatiqunasts), DHCP,
DNS, ARP, TCP, and “misc”. In our environment, “misc” incksl
WEP/WPA (while none of our APs support encryption, clients/m
occasionally send such packets), IPv6, mDNS, Windows n&two
ing, and miscellaneous other IP traffic. We then organizete-

We can apply the above analysis to the bulk flows in a trace of gorized packets into contiguoggans; we consider outgoing pack-

typical wireless activity in our network (Section 3). Inabtwe
identify 2,605 bulk transactions in 1,375 TCP flows from 864rns.
85% of the flows are HTTP or SCP downloads. We filtered out 28%
of the transactions because the modeled throughput is ribinwi

ets only and ignore packets in-bound to the client (with the e
ception of deauthorization packets sent by the base-statibich
terminate the current span).

How much time do clients spend performing mobility manage-

10% of the measured throughput; we find, for example, that the ment tasks? Figure 8 presents a time series of the averagefra

analytic model over-predicts throughput for low-bandwifibws,

of time an active client spends in each type of span. The graph
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Figure 8: Time series of different types of spans.

plots five-second bins, averaged over one-minute intervéisr
clarity, we show only the categories that take the signifipant of
a client’s time: TCP, power save mode, and scanning; theeOth
category includes association, DHCP, DNS, ARP, and “mipahs.
Within each five-second bin, we calculate the fraction timeheac-
tive client spends in each type of span, and normalize fontime-
ber of clients active in that bin. If a client sends no pacleta
five-second interval, it is not counted. While the absolusetion
of active time in any interval depends on the bin size (cfiaare
bursty; the longer the sample period the less dense thetggtiv
the relative length of each type of span remains relativehstant.
From the graph we can conclude that roughly one third of atdie
active time is spent scanning or in some other maintenartsétac
(ARP, DHCP, association, etc.) — overhead directly due tbitno
ity maintenance.

6.2 Impact of scanning

Figure 8 shows that 802.11 clients are constantly scanming f
other APs that may offer better associations. If the statiaiher-
wise idle at the time, scanning is inconsequential — at l&ast
the point of view of the client. If the interface is busy, or thther
hand, this behavior results in observable delay.

We therefore further refine our model so that we can quarttdy t
delay observed by active 802.11 clients due to scanning.gOair
is to isolate those scan events that occur while the cliestatia-
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Figure 9: CDF of duration for scans and sleep periods.
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Figure 10: CDF of intervals between scans.

Shortinterruptions might be tolerable if they occurredéqtiently,
but Figure 10 shows that, for hosts that experience intéoop,
they occur with wildly varying frequency. The average intgted
host is interrupted only once every 10 seconds or so. Sueh-int
ruptions would not significantly affect the throughput, berthey

erwise occupied. Because we do not know precisely what angive fall in the “misc” category in our previous TCP analysis irgFi

client is doing at any point in time, we have to make a consiea
estimate. To do this, we label a TCP span “active” if the tigiquut
is over 100 bps in a five-second bin. Otherwise we label ig"idl

To what extent does mobility management interrupt clietivac
ity, thereby imposing undesirable delays? Going back tarawe,
about 40% of stations have no interruptions at all, eitheabse
our criteria is too strict, the cards are smart enough tochider-
rupting, or the stations are just not active enough duringoani-
toring period. Figure 9 shows the CDF of interruption dwasi for
the remaining 60% of the stations. The average interruptists
for roughly 250 ms, and over 20% of interruptions last lortjpan
one second. Most interruptions are caused by scanning ieehav
but we also observe a substantial number of occasions where t
station goes into power-save mode (i.e., sends a NULL paakiet
power save on, followed eventually by NULL packet with power
save off). The “PSM Sleep” line in Figure 9 shows that, whi&wP
interruptions can be much shorter than scans, the averaggaiu
is roughly comparable and is unlikely to take longer thancaosd.

ure 7. However, 10% of the interrupted hosts are interrupiece
than once a second, interruptions which are more likelyustfate
users using interactive applications like SSH.

In addition to delaying traffic at the scanning station ftgmiobes
also tend to exacerbate the hidden terminal problem. Réeatl
the hidden terminal problem occurs when two stations trénsm
the same third station simultaneously. A scan probe mighebe
ceived by multiple nearby APs which are unable to hear edutrot
These “hidden” APs will attempt to respond simultaneousig a
may cause interference at the client. We are able to detext ov
lapping transmissions by comparing the start timestampvefye
packet destined for an AP with the end timestamps of previous
packets directed to the same AP. If they overlap, we mark both
packets as having collided due to hidden terminals. We @bser
that over half of the stations sent probes that collided aitbther
station’s packets, and, for the worst offenders, over 10%heir
probes collided with other stations’ packets. As a resolsthhave
to scan frequently to get responses from the available APs.
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Figure 11: CDF of the delay experienced on startup by 802.11
startup.

clients in our network.

6.3 Startup

_ Next we describe_ how we model startup delgys fc_:r when clients g spent idling—meaning the machine is not actively tryingiake
first connect to a Wllreless ngtyvork. When a client first appear progress towards sending data.

the 802.11 network it must initiate a sequence of steps ¢xifely To validate our conjecture, we attempt to determine if eath s
join the network before it can communicate at the IP levele Th  oqqive span was successful or not—if successful, the vesien

standard behavior of a host is as follows: spans is likely due to delays on the end host. In contrast,sve a
sume that time between failed spans is due to some sort obrietw

timeout. We define a scan to be successful if it is not followgd
e Associate. Attempt to associate with the chosen AP. a subsequent scan; association, DHCP, and DNS are suddéssfu
the last packet in the span was outgoing from base statiolietat ¢
e DHCP. Once the host has successfully joined the 802.11 net- (j.e., an ACK). The “without OS delay” line removes estinth@S
work, it must obtain an IP address to begin communicat- delays from the measured startup latency by subtractirgtidtie

ing. In our environment, hosts obtain a dynamic IP address petween successful spans under the presumption that zany idel
through DHCP. initiating the subsequent span is due to the end host fiegper-

e ARP. Equipped with an IP address, the first thing a host must ating system has not yet initialized the network stack).

e Scan. Determine a candidate AP to associate with.

. ) The average host spends almost eight seconds idling, padtym
do is determine the MAC adgress c_)f th_e next-hop router to because the operating system is booting or resuming fronepow
rqutfe IP packets t?wards th”elr destination. Hence, the host save mode. Interestingly, however, if we sum only the daradf
will issue an ARP who has” for the IP address of the next- successful spans, we observe that the average host spestd20ov
hop router indicated by the DHCP server. seconds during or after unsuccessful spans. The “good dinky”

« DNS. Finally, once IP routing is established, the host can ePresents a best-case scenario, with no idle time betwiagess
The question, then, is what's going wrong—why the big gap be-

begin communicating with a non link-local IP address. Typ- ! ! :

ically remote hosts are identified through domain names, so tween optimal and common case? To address this question, we

the host must resolve the name using the domain name ser-first examine the successful spans. o _

vice. Once DNS resolves the IP address of the destination, EVven the successful spans take a non-trivial amount of tifige.

the host can begin sending actual data. ure 12 shovys the breakdown of the various stages in t.he startu
process. This breakdown uses span durations only, andeigtiog

time between spans. (Summing all curves from this graptthege

yields the “Good only” curve from above.) Clients spend thstv

majority of this time scanning for an appropriate accesstpmith

which to associate. Association itself generally takes tean 10

We begin by considering the delay associated with end4syste
startup. In an attempt to isolate those stations that alegtarting
up—as opposed to simply re-associating after a period ehais—

we define a set of candidate selection rules. A station is ddeém
be starting up if the first packet we see from it is a scan reéques ms, at which point communication with hosts beyond the acces

Because we are interested in the behavior of clients thatldte point can begin. DHCP, on the other hand, because it depands o
able to use the network, we only consider stations that aadigt a remote server, can take a variable amount of time. We will ex
succeed in associating with one of our access points andatend pand on the performance of DHCP in our environment in the next
least one TCP packet. section. For now, however, we note it generally takes someesvh
How long are these delays? Figure 11 shows the distribufion o between 10 ms and five seconds to obtain an IP address.

startup times for those clients that do successfully cantzeour Surprisingly, ARP, while frequently fast, takes longerrttene
network. There are three curves; “First to TCP” is the totallw second in more than half the cases. This delay results becaost
clock time from the first probe request to the first TCP segment stations issue an “ARP to self"—an ARP “who has” request for

Surprisingly, most hosts take more than ten seconds befiese t  their own IP address—to ensure no other station is usingd Rrexd-

begin communicating on the network, and the average hosstak dress before they begin communication. By design, such aR AR
request must timeout, hence the one-second delay. Notedime

almost a minute. We conjecture, however, that the bulk dftthree
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Figure 13: CDF of delays experienced by 802.11 clients due to  Figure 14: Distribution of DHCP transaction durations for an

timeouts. entire day.
DHCP Transactions 611 (100%) reasons why clients in our building initiate DHCP transausi for
Client had no known current lease | 204 ( 33.39%) an entire typical weekday of use. The dominant reason for PHC
Client had used 25% of current lease 288 ( 47.14%) transactions are clients contacting the server to startethse re-
Client newly associated shortly befofel93 ( 31.59%) newal process. The vast majority of leases in our networkare
Client re-associated shortly before | 56 (9.17%) three hours, so stable clients, once connected, initiat€®tians-
No valid reason determined 76 (12.44%) actions throughout the day.
How long are DHCP transactions? The “all” line in Figure 14
Table 3: Potential reasons why clients initiated DHCP tranac- plots the distribution of the duration of DHCP transactidos a
tions over a day. For some DHCP transactions multiple poten-  typjical weekday in the building. These results show thahtiagor-
tial reasons exist. ity of transactions complete in a reasonable amount of tif&85s

of transactions complete in under six seconds. Users expzng
longer delays, however, are likely to be annoyed. On this olar
10% of the DHCP transactions took longer than a minute to com-
plete; for users connecting to the network for the first tilet tlay,
such a delay is quite noticeable.

Sometimes users wonder whether wireless behavior depeods u
their operating system. Based on well-known Ethernet veooldes
for MAC addresses and the “Vendor Class” option in the DHCP
protocol, we can determine the manufacturer of the opeyatys-
tem and networking hardware for almost all of the 186 station
the trace. For comparison, we group the various versionsief M
crosoft Windows as “Windows” (118 stations) and hardwarema
ufactured by Apple as “Apple” (51 stations) and show distrib
tions for these groups as well. Apple clients consistentiyee-
ence longer DHCP transactions than Windows clients. Appstsh
running OS X use the Zeroconf standard by default, whichesus
them to spend an additional ten seconds on startup. Thesgscli
optimistically attempt to renew their most recent leasedfiently
from a private network at the user’s home), which is invatidhie
campus building environment.

graphs start at greater than 0%; the clients not shown onréphg
do not send those packets during startup. For example, @%r 2
of hosts do not issue a DNS query before starting a TCP connec-
tion, presumably because they are communicating with a algnu
specified IP address or because the corresponding DNS easry w
previously cached.

Returning to unsuccessful spans, we observe that timeantse
quite expensive. Figure 13 shows that while some stagesDINS
and association, frequently timeout in about 10 ms, theytake
tens of seconds to complete in the worst case. The minimumM®HC
timeout appears to be 100 ms and goes up from there. Failed sca
are extremely expensive (a minimum of seven seconds) becaus
a failed scan probably means there are no desirable accigs po
in range. In this situation, it makes no sense to retry afterts
timeout, and most stations appear to wait for at least tearsic
before re-scanning the network. More interestingly, sorosth
continue to scan for extremely long periods of time, presalyna
because they never find an AP they wish to join; i.e., thepoking
for a non-existent SSID.

6.4 Dynamic address assignment 7. CONCLUSION

Finally, we model dynamic address assignment using DHCP. Modern enterprise networks are of sufficient complexity #ven
DHCP is an inherent aspect of most 802.11 wireless netwdtks. simple faults can be difficult to diagnose — let alone transient out-

is convenient for both users and network administratorsthaire- ages or service degradations. Nowhere is this problem nppara
sults above also indicate that DHCP can potentially impatiee+ ent than in the 802.11-based wireless access networks rigwiub
able and annoying delays to wireless users who desire aretexp tous in the enterprise. We believe that such diagnosis neustito-
to be able to use the network quickly. mated, and that networks must eventually address trarfsiéune
Clients initiate DHCP transactions for a variety of reasdhsir without human involvement. As a first step in this directiorg
last least expired (or they had none), their existing leasstart- have developed a set of models that take as input wireless tra
ing to expire (conservatively, when 75% of their currenskeéime data and can then accurately determine the impact of priobeeo
remains), they associate with a new AP, or they re-assowiie havior from the physical layer to the transport layer on srais-

a previous AP. For instance, Table 3 shows a breakdown of the sions in the trace. While some sources of delay can be directl



measured, many of the delay components, such as AP queuing,
backoffs, contention, etc., must be inferred. To infer ¢hdslays

from measurements, we develop a detailed model of MAC pobtoc

behavior, both as it is described in the 802.11 specificasowell

as how it is implemented in vendor hardware. We also explore a

inherent class of overheads due to mobility management2ri80
networks, including scanning for access points, associafARP,
DHCP, authentication, etc. To demonstrate the effects®é our
models, we investigate the causes of transient performprate
lems from traces of wireless traffic in a four-story officeldirig.
We find that no one anomaly, failure or interaction is singulee-
sponsible for these issues and that a holistic analysis mésct
be necessary to cover the range of problems experiencedlin re [13]
networks.
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