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Properties	of	a	Tree
• Handles	huge	datasets
• Works	for	both	classification	and	regression
• Handles	categorical	predictors	naturally	
• No	formal	distributional	assumptions
• Can	handle	highly	non-linear	interactions	and	classification	

boundaries
• Handles	missing	values	in	the	features
• Easily	ignore	redundant	variables
• Small	Tree	are	easy	to	interpret
• Large	trees	are	hard	to	interpret
• Often	prediction	performance	is	poor
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Random	Forests
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Basic	idea	of	Random	Forests

Grow	a	forest	of	many	trees.	
Each	tree	is	a	little	different	(slightly	different	data,	

different	choices	of	predictors).
Combine	the	trees	to	get	predictions	for	new	data.

Idea:	most	of	the	trees	are	good	for	most	of	the	data	
and	make	mistakes	in	different	places.
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Advantages	of	Random	Forests

• Built-in	estimates	of	accuracy.

• Automatic	feature	selection.

• feature	importance.

• Works	well	“off	the	shelf”.
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Bagging

• Bagging	or	bootstrap	aggregation	a	technique	for	
reducing	the	variance	of	an	estimated	prediction	
function.	

• For	classification,	a	committee	of	trees	each
cast	a	vote	for	the	predicted	class.



Bootstrap
The	basic	idea:
randomly	draw	B datasets	with	replacement from	the	
training	data	with	size	N,	each	dataset samples	the	same	size	(N) as	
the	original	training	set
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Bagging
Z	=	{(x1,	y1),	(x2,	y2),	.	.	.	,	(xN,	yN)} Training	Sample

Z*b			where =	1,..,	B.			
The	prediction	at	input	x
when	bootstrap	sample
b is	used	for	training

http://www-stat.stanford.edu/~hastie/Papers/ESLII.pdf (Chapter 8.7)



Bagging	:	an	simulated	example

Generated	a	sample	of	size	N	=	30,	with	two
classes	and	p	=	5	features,	each	having	a
standard	Gaussian	distribution	with	pairwise
Correlation	0.95.	

The	response	Y	was	generated	according	to	
Pr(Y	=	1|x1	≤	0.5)	=	0.2,
Pr(Y	=	0|x1	>	0.5)	=	0.8.



Bagging	
Notice	the	bootstrap	trees	are	different	than	the	original	tree



Bagging

Hastie

Treat	the	voting
Proportions	as	
probabilities

http://www-stat.stanford.edu/~hastie/Papers/ESLII.pdf Example 8.7.1



Random	forest	classifier

Random	forest	classifier,	an	extension	to
bagging	which	uses	de-correlated	trees.
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Random	Forest	Classifier
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At	each	node	in	choosing	the	split	feature
choose	only	among	m<M features
Typically	m=sqrt(M)	or	log_2(M)	



Random	Forest	Classifier
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Trees	are	de-correlated	in	random	forest!



Random	forest
Available	package:
http://www.stat.berkeley.edu/~breiman/RandomForests/cc_home.htm

To	read	more:

http://www-stat.stanford.edu/~hastie/Papers/ESLII.pdf



Advantages	of	Random	Forests

• Built-in	estimates	of	accuracy.

• Automatic	feature	selection.

• feature	importance.

• Works	well	“off	the	shelf”.
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The smaller the error of a
tree, the higher the weight for
this tree


