


* AlOps is rising: replace manual Ops decisions with Al-based decision aids
* Improved revenue
* reduced loss/cost
* necessary
« feasible

# (Case studies (Collaboration with Baidu, Alibaba, Tencent, Didi, Sogou):
*  Anomaly Detection
* Anomaly Localization
* Root Cause Analysis
# Capacity/Failure Prediction

* AlOps Challenge: Community efforts for widespread adoption of AlOps
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My Official Resume

2000-2005 UCLA Ph.D., Best Ph.D.
Thesis, working on BGP, OSPF etc.

Summer 2003, Intern at AT&T
Research

2005-2011 Senior/Principal
Researcher at AT&T Research

ACM, IEEE Senior Member

2012-now Associated Professor at
Computer Science Department at
Tsinghua University.

My Operator Resume

For five years, chased ISP OPs for data,

experiences, and insights.

Felt in love with real OP data

Essentially a tier-5 OP

Teaching “Advanced Network
Management.

Working with OPs at Baidu, Microsoft
Azure,Tecent, Alibaba, DiDi, Sogou
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2012-now Associated Professor at
Computer Science Department at
Tsinghua University.
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What is AlOps?

What’s the value of AlOps?
Is AlIOps necessary?

Is AlOps feasible?

Case studies

AlOps Challenge

Summary
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Towards Autonomous IT Operations

Manual-
Driven

Automated but with
Manual Decision

Autonomous




AlOps: Algorithmic IT Operations -> Artificial Intelligence for IT Operations -> Autonomous IT Operations

PASSSNGERS

Spaceship Covenant: 2000 passengers and 15 crew Spaceship Avalon: 5000 passengers and 258 crew
members all in hibernation. Flying towards Planet members. Flying towards Planet Homestead II, 120-
Origae-6, Only one awaken android crew. year trip.
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* Software & hardware failures--> Automatic Healing

* Software changes --> Autonomous software
deployment

* Change of user request amount & Pattern --> Elastic
Resource Allocation

+ Malicious Attacks-->Autonomous Defense

8



“Most people overestimate
what they can do in one year
and underestimate what they
can do in ten years.”

- Bill Gates



Failure Failure Faﬂure Failure
Discovery Mitigation Repair Avoidance

E ’G?? G @?Fo

s v .'f 50 Billion Connecte- | Devices by 2020
o --J'— > ’




Metrics, Logs, Traces, Changes of
Application, Middleware,

Database, Storage, Network, Server,
etc.

Mitigation: rollback, HotFix, reboot,
reactive traffic switching, reactive
capacity upsizing

Repair: replace faulty hardware, fix
bugs, refactor code

Avoidance: preventive hardware
replacement; preventive traffic
switching; targeted capacity upsizing
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What is AlOps ?

What’s the value of AlOps?
Is AlIOps necessary?

Is AlOps feasible?

Case studies

AlOps Challenge

Summary
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* A buggy deployment causes significant revenue Loss
* Manual trouble shooting takes 1.5 hours

Customer Inspecting .
complaints KPIs Troubleshooting
. 0'2; | Software Upgrade---.}
* AlOps solution takes 0.6 |
. 0.4
less than 10 minutes 02}

0

8500 9000 4 9900 , 10000

Joint Work with Baidu
Published in ACM CoNext 2015

0 1000 2000 3000 4000 5000 6000 7000 8000 WOOO
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AdMaAZON  -ooms-salesi
N

Go\,/ff:a g I e -100ms~400ms -> Revenue{r0.27%~0.6%

——

After deploying the solutions
suggested by AlOps:

Fraction of HSRT
N w
o (@]
X X
}}
| |

Slow responses (>1s) are reduced from 30% to 20%

8oth-percentile response time is reduced by 253 ms J

. Saves 30 man-months (estimated) of
manual analysis

10% - Optimization
0% '
Day 1 Day 44
Date

(a) Fraction of HSRT each day

Joint Work with Baidu
14 Published in [IEEE INFOCOM 2016



Linear
Regression

SIGCOMM
2011

Play time (min)
w -

Decision
Trees

SIGCOMM
2013

Adding as a feature

Confounding
Factors Quality

Engagement Metrics
MACHINE LEARNING

|

QoE Model

Reinforcement
Learning

SIGCOMM

bandwidth
e bitrates

35 H
X 2R
urrer \\v
Wetwork and video measurements

Conviva/CMU/MIT work




100,

Is it a network failure? P
< o i 1
£
v
E Bnormal
3 P MClient
Is it a server problem? & [Tserver
g 4ol WNetwork
£
S o
Is it a client side problem? E
o— ; I. - sl
Normal(P. Client(P.: 81%) Server(P.: 81.8%) Network(P 99 2%)
Ground Truth Labels A

Microsoft Azure Work.
Published in SIGCOMM 2016
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Collaboration with Baidu. Tencent implemented a variant to improve its video streaming

service -



Problem: Baidu-customized switches intermittently drop ckets, causing

QoE drop at the application layer.

Reboot stops the problem for some while.
Question: Can we predict the this problem 2 hours before it happens again?
Then just switch the traffic away from this switch and reboot it.

syslogs
/// \\\\\ prediction * Precision: 82.15%
oooéo Oé}o 00 ﬁ  Recall: 74.74%
> « FPR: 3.75%x107°

current failure
moment



¢ According to Gartner Report:
* AIOps global deployment ratio: 10% (2017) - 50% ( 2020)

for IT Operations
(AIOps) Platforms

Innovation Heskict Trough of
Trigger Inflated Disillusionment
Expectations

pacity Planning and Management Tools

Wireless Network
Monitoring Tools
«» | Dynamic a tTo
g Optimization Virtual Desktop Infrastructure Monitoring
= Technology DevOps
& | Digital Experience
$ | Monitoring
o Network Performance
H d Monitoring and
— Artificial Intelligence Diagnostics Tools

Unified Communications Monitoring Tools

Cloud Management Platforms

Slope of

Network Fault Management

IT Event Correlation and
Analysis Tools

IT Infrastructure Monitoring

Application Performance Monitoring Suites

As of July 2017

Plateau of

Pr y

time
Plateau will be reached:

O lessthan2years @ 2to5years @ 5to 10 years

Source: Gartner (July 2017)

A more than 10 years

® obsolete
before plateau

©2017 Gartner Inc

ITOM Tools and

Other Applications

Provide

Business
Value
Dashboard

Applications for IT and Business Users

Operations
Center

Presentation Layer (Visualization and NLP)

Analytical Learning

Engines Deep Real-Time

(Pattern Discovery Analysis Analysis
Anomaly Detection,

Machine Learning, NLP)
Storage

Data Collection

Data Sources (Private and Public)

Source: Gartner (March 2016)
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Cores Per Op (CPO): The average number of x86bCPU cores managed by an Op (40hours/week)
Assumption: Organization tries their best to achieve certain reliability.
Try to decoupled with the following factors:

Business sectors, scale, architecture, technology, part-time

Count operators of server, storage, network, middleware, database, application

Count the hours of operators for triggering scripts, monitoring the big screen, browsing the
monitoring data, deal with alerts, troubleshooting, planning, idle time while on duty.

Do not count the hours of operators for developing IT operations tools.

Level=| Log (CPO/100) |

Level 0
Level 1
Level 2
Level 3
Level 4

Level 5

Cores Per Op (CPO) | Typical Enterprises

0(100) Finance

O(1K) Medium Internet companies running on public clouds
O(10K) Large Internet companies

O(100K)

Oo(1M)

O(10M)

20



Example1: Internet Company A

-‘

All x86 servers: 500K with 12 cores each, 500K with 24 cores each, In
total there are 13M cores.

Labor: (200%0.5+200%0.8)*60/40=390 Op
200 operators for server, storage, database, and network
* 60 hours/week; 50% of working time is for manual operations, and 50% of
working time is for tool development.
200 operators for applications and middleware
* 60 hours/week; 80% of working time is for manual operations

CPO=13M cores/390 Op=33K cores/Op

Level =] Log (CPO/100) |=2

21



Example2: Internet Company B
-‘

All x86 servers: 500K with 12 cores each, 500K with 24 cores each, In
total there are 13M cores.

Labor: (200*0.5+200%0.8)=130 Op
* 100 operators for server, storage, database, and network
* 40 hours/week; 50% of working time is for manual operations, and 50% of
working time is for tool development.
* 100 operators for applications and middleware
* 40 hours/week; 80% of working time is for manual operations

CPO=13M cores/130 Op=100K cores/Op

Level =] Log (CPO/100) |=3

22



Example 3: Bank C
A

10K x86 servers with 12 cores each. 500 small computers, each equivalent to 100
cores. 5 Mainframe computers, each equivalent to 2K cores. 180K cores in total

Labor (100*%0.5+100%0.8+200)*60/40=495 Op
* 100 operators for server, storage, database, and network
* 60 hours/week; 50% of working time is for manual operations, and 50% of working
time is for tool development.
* 100 operators for applications and middleware
. 60 hours/week; 80% of working time is for manual operations

e 200 Outsourced Operators
60 hours/week; full time on manual operations

CPO=180K Cores/495 Op=363/0Op
Level =| Log (CPO/100) |=0
plan to have 100K x86 servers, and the number of cores increases to 1.26 M

* Keep the CPO, and increase the #Ops to to 1.26M/263=3360, or
* Keep the #0p=495, but increase the CPO=1.26M/495=3545 cores/Op; Level=1

23
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Summary
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Outcome of >10 years of history, with major
NFV revisions every six months
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INFRASTRUCTURE
PLATFORM
(laaS)

Virtual Machines
Disks
Networks
Firewalls

Low Level

Flexibility

Continuous
Integration

Continuous
Monitoring

Continuous
Deployment

Continuous
Testing

Continuous
Delivery

CONTAINER
PLATFORM
(CaaS)

Containers
Volumes
IPs & Ports
Load Balancers

APPLICATION
PLATFORM
(PaaS / aPaaS)

Apps
/tmp
80/443
Routes

Abstraction

FUNCTION
PLATFORM
(FaaS)

Actions
/tmp
Triggers
Gateways

SOFTWARE
PLATFORM
(SaaS)

Whatever
You
Want
( to pay for)

High Level

Velocity

DevOps Enabler Tools v2 (Caution!!!! : Consider only after DevOps mindset is established)

Infra-as-code Clcb

ANSIBLE Jenkins

shippable

@ {2Bamboo
CHEF TC.

TeamCity

SALTSTACK
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(e-g.,
Logs (workflow,
syslogs)

Lower layers
(e.g., SONET,
CNI)

Customer issues

(MTS, tickets, tweets)
Alarms,
tickets
(e.g.,
Netcool,
Customer . ) AQTS)
trouble tickets etwor
alerts

’
<,
="

Customers




antage o

+ Volume
+ Velocity
« Variety

+ Value
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*

b

*

*

Machine learning tools (algorithms and systems)

Applications that show the value
Large amount of data

Labels and the experts who can label

32



Ops people familiar
with Ops and
Business,

but not Al

N\

Business

L ————

‘*—
Algorithm people

familiar with general Al
but not Ops and AlOps

Ops

AlOps

33
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Failure Failure Failure Failure
Discovery Mitigation Repair Avoidance

General Machine Learning Algorithms

ARIMA, Time Series Decomposition, Holt-Winters, CUSUM, SST,DiD,DBSCAN, Pearson Correlation,
J-Measure, Two-sample test, Apriori, FP-Growth, K-medoids, CLARIONS, Granger Causality,
Logistic Regression, Correlation analysis (event-event, event-time series, time series-time series),
hierarchical clustering. Decision tree, Random forest, support vector machine, Monte Carlo Tree
search, Marcovian Chain, multi-instance learning, transfer learning, CNN, RNN ,VAE, GAN, NLP




ask ana Eonquer

(1) Abundant data

(2) Complete information
(3) Well defined

(4) Single domain

/ These two types-of modules must be solvable
by existing ML algori

Brain: Decision

Brain: Knowledge NSRS

Graph




Brain for IT Oper

Brain for IT Operations

Decision Algorithm (using realtime monitoring data and knowledge graph to make decision)
Failure Discovery Failure Localization Failure Mitigation Failure Avoidance
KPI Anomaly multi-KPT Anomalous mutidimensional automatic Failover bottlenec capacity
. Anomaly Machine KPI anomaly deployment N rediction
Detection Detection Localization localzaton rollback evaluation k report PIIEHE
Log Anomaly A:;:::W Changeinduced ArT‘;En:;y Elastic Rate Failure change risk
. nomaly e !
Detection Bt Detection el Sizing Limiting prediction evaluation

Ops Knowledge graph (Mining historical Ops data to construct varies “profiles”)

physical app fault ticket mitigation script app metric

topology topology propagation profiles profiles profile profile profile

log pattern | failure omen capacity bottleneck trace app health special data| data quality
profile profile profile profile profile profile profile profile

Unified Ops Data Platform

logs, network, middleware, database, storage, server, application

Unsupervised Reinforcement Learning Supervised but with labels Semi-supervised Learning Transfer Learning



Brain for IT Oper

Brain for IT Operations

! |
! |
: Decision Algorithm (using realtime monitoring data and knowledge graph to make decision) |1
UCCInIoN
VAE DESCAN DTW RLF 1 Failure Dlscover\\h\E KE: ;i:%ﬁggkmcahzatlgﬂuca EVT Failure Mitigation TreEailure Avoidance sty |
o . KPI Anomaly multi-KPT Anomalous mutidimensional automatic PRbver bottlenec capacity 1
Self-training Transfer Learning) . Anomaly Machine KPlanomaly deployment - o

| Detection Detection Localization ol rollback evaluation k report [PREcTEdel 1
1
Mo | [ NI Fasie | [ e Fatre | [“ogers | 1
NLP LSTM DBSCANi etection Detection e erelb=iin SlZlng leltlng predlctlon evaluation 1
1 seeese ST, DiD eeeees GMVAE DRL ... .DRL Random For@sts eee :
! |

1 Ops Knowledge graph (Mining historical Ops data to construct varies “profiles”
| P AssocYgt onSVli ing —KPI corre tl?on P dom Forest XGBoot p ) DBSCAN !
| physical Bhyxation forrelatioti Caudal Infekehce mitigation script app metric !
| topology topology propagation profiles profiles profile profile profile :

1
| log pattern | failure omen capacity bottleneck trace app health special data] data quality :
| profile profile profile profile profile profile profile profile I
NLP|LSTM DBSCAN LCSA2 Decision Tree e 1
! |
: Unified Ops Data Platform :
- Y — — _— _ — _ — — — —_— — —_—_ _—_————————— A  —_ —H — —H - —_ M- — MY I
logs, network, middleware, database, storage, server, application

Unsupervised Reinforcement Learning Supervised but with labels Semi-supervised Learning Transfer Learning
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Brain for
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Automated Software using hard-coded logic
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Trace Vector (TV)
Construction
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Fig. 1: Overview of FluxRank
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Case 1: KPlI Anomaly Detection

(Dapeng Liu et al., IMC 2015)




KPIs and Anomaly Detection

max

min L L
Mon Tue Wed

Thu Fri Sat Sun
Page views (PV) of Baidu

KPIs (Key Performance Indicators): A set of performance measures that evaluate the service quality

41 2018/9/19



KPIs and Anomaly Detection

min 1 1 1
Mon Tue Wed Thu Fri Sat Sun
Page views (PV) of Baidu

KPIs (Key Performance Indicators): A set of performance measures that evaluate the service quality

KPIl anomalous (unexpected) behaviors - Potential failures, bugs, attacks...
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KPIs and Anomaly Detection

max

min 1 1 1 1 1 1
Mon Tue Wed Thu Fri Sat Sun

Page views (PV) of Baidu
KPIs (Key Performance Indicators): A set of performance measures that evaluate the service quality

KPIl anomalous (unexpected) behaviors - Potential failures, bugs, attacks...

Anomaly detection matters: Find anomalous behaviors of the KPI curve

—> Diagnose and fix it
- Avoid further influences and revenue losses

43 2018/9/19



How to Build an Anomaly Detection System

Challenges

Selecting and combining suitable

detectors are tricky

Operators have difficulties to precisely

and formally define anomalies in advance 3, Detectors are not intuitive to tune

Triple Exponential Smoothing (Additive Seasonality)

Suppose {Y; : t > 1} is an observed data sequence, then the triple
exponential smoothing is

St = o(Yr—ce—1)+ (1 — a)(St—1 + be—1), Overall Smoothing
b: = B(St— St-1) + (1 — B)bt—1, Trend Smoothing

e = Y(Ye—Si—1—bit—1)+ (1 —v)ct—1, Seasonal Smoothing
where « € [0, 1] is the data smoothing factor, 8 € [0, 1] is the

trend smoothing factor, v € [0, 1] is the seasonal change
smoothing factor.
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Key Ideas
T —

—

o

KPI data

Configurations

Extract
features

(Detectors with

different parameters)

45
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Time series decomposition |
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Detector / # of configurations |

Sampled parameters

Simple threshold [24]/ 1

none

Diff /3

last-slot, last-day, last-week

Simple MA [4]/5

Weighted MA [11]/5

MA of diff/ 5

win = 10, 20, 30, 40, 50
points

EWMA [11]/5

a=0.1,0.3,05,0.7,0.9

TSD[1]/5

TSD MAD/5

Historical average [5]/5

Historical MAD/ 5

win= 1,2, 3, 4, 5 week(s)

Holt-Winters [6]/ 4% = 64

o, B.7=02,04,06,08

SVD[7]/5x3 =15

row =10, 20, 30, 40, 50
points, column =3, 5,7

Wavelet [12] /3 x3 =9

win=3,5,7days, freq=
low, mid, high

ARIMA [10]/1

Estimation from data

/

=4

KPI data

In total: 14 basic detectors / 133 configurations

Configurations

(Detectors with
different parameters)

46
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Time series decomposition |
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M‘El:_

KPI data

Extract
features
—>

Configurations

Detectors with
different parameters

Key Ideas

e e bt i
EWMA-0,7
" N bl

Differencing-last slot l
|

Lo,

Differencing-last season
Differencing-last day
Time series decomposition

HW0.20.20.2 L‘
Jud L

HW0.50.7 0.7
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Classification in the feature space
(Supervised machine learning)
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Key Ideas

Classification in the feature space
(Supervised machine learning)

e e wsimnidulbh
EWMA-0,7
l s MM

Extract . ,
features Differencing-last slot Lm.d L

F Lo
. . — Differencing-last season
Configurations | - “

. Differencing-last day
KPI data Detectors with MAMMLM
different parameters W
Time series decomposition

HW0.20.20.2 h‘
Ju §

HW0.50.7 0.7

Operators
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Address Challenges of Designing Opprentice

— X 3 Y axis scale slider |

Labeling

L s @gg Label window tOOl

e,

N = | ' TU\“\ @%g Cancel labels

1 -
\ Time series control

Zoom in

(1)
Backward [E]E]E] Forward

| Zoom out 0 20 40 60 80 100 120
Aprmm%mmwmmww <—| Navigator I The number of anomaly windows per month

Display Column value E [ Open \ Save \

Labeling time (minutes)
per month of data

O = N W PH U1 OO
i
vl
<
O

49 2018/9/19



Address Challenges of Designing Opprentice

I e

* Labeling overhead
* Solution: an effective labeling tool

* Incomplete anomaly types in the historical data
* Solution: incremental re-training with new data

* Class imbalance problem

* Solution: adjusting classification threshold (cThld) based on
the preference

* lrrelevant and redundant features
* Solution: random forests

50 2018/9/19



Design Overview

‘

Operators |
Historical & specifies one time
Latest KPI Data
processed by  loaded into use

N
Iﬁ| Labeling Tool |

Training a classifier (Labels ) (‘Accuracy Preference )

See the paper :
for full details |

Machine Learning | cThid Prediction |
(Random Forest) oThid

!

| Latest Anomaly Classifier |

. . Latest
Detecting anomalies incoming 1—{ Detectors (Features)— Anomaly (> Anomaly 2
alia . pe
Classifier
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1

Configurations ~

Normalization scheme |-

osm Majority-vote >

L Random forest =
E 0.6 %
<04} °
0.2} x);

Evaluation

0
1 20 40 60 80 100

1

AUCPR

136
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« Compared with all existing detectors (Fou

AUCPR
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\

* Opprentice is an automatic and accurate machine learning
framework for KPl anomaly detection

Defining anomzlies Selecting detectors Tuning datectors

* Opprentice bridges the gap in applying complex detectors in
practice

* The idea of Opprentice
i.e., using machine learning to model the domain knowledge

could be a very promising way to automate other service
managements

Dapeng Liu (liudpto@mails.tsinghua.edu.cn) 54 2018/9/19



Case 2: Bottleneck Identification for
Search Response Time

(Dapeng Liu et al., INFOCOM 2016)




Web Search Engines
—

BaitmE Google
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esponse Time (SRT)
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Search Response Time

b Bing Google

+500ms revenue J 11.2% +100mMs~400ms queries < 0.2%~0.6%
[Eric Schurman, Bing] [Jake Brutlag, Google]
o -

MR HR MR ME S5 OBF 0 ME SUE B

Given two content-wise identical search result pages,
users are more likely to perform clicks on the fast page
[SIGIR 2014]
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Search Response Time

I e

User's flow of thought is interrupted
if pages take longer than 1s to load

A

100% £ | Why?

https://www.nngroup.com/articles/response-tim&s-}important-limits/



Monitoring SRT: Search Logs

Measurable attributes that can p

User’s ISP s o Server Load
engine Images

gooms (Low SET)  China Unicom WebKit 1000 queries/s
1200ms (High SRT)  China Telecom  Trident 5.0 5 No 500 queries/s

60



Goal of FOUCS

‘

Measurable attributes that can potentially impact SRT
A

China Unicom WebKit 10 Yes 1000 queries/s

China Telecom  Trident 5.0 5 No 500 queries/s

We propose FOCUS, a search log analysis system to answer the following questions:
* Under what conditions HSRT (High SRT) is more likely to happen?

*  Which HSRT conditions are similar (HSRT condition types)?

* How does each attribute affect SRT in HSRT condition types?
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Challenges

[ Limited visibility of naive single-dimension analysis

36% 8%

What we can see

WebKit is a good condition, where HSRT is only 27%
(e.g. used by Chrome and Safari)

40% | 309 33% 34%
| 27% °

Fraction of HSRT
w
o
X
|

Browser engine

|

: What we cannot see

|

' HSRTis more than 38%

' when “WebKit + #lmages >30”
|
1
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Challenges

\

p
Limited visibility of naive single-dimension analysis

(. J

p
Interdependencies between attributes
.

[ Overlapped HSRT conditions

(. J
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Key Idea of FOCUS

Limited visibility of naive single-dimension analysis

A

Work with interdependencies
Interdependencies between attributes

A

Classification is non-overlap

A

Overlapped HSRT conditions

* Model it as a classification problem W
* Solve it using decision trees J

Decision boundaries identified by
machine leaming algorithms

ANAtrl )

Attrl | Attr2 Label X S, X O Ongh SRT
High SRT O X X o x"~<{>< z OReglon
LowSRTX:> e e
LowSRT X Low SRT X O X ™~

Region % “\ Attr2



FOCUS Overview

| . , |

Client-side | | Decision Tree Condition Type ) Attribute Effect | |
Logger ) |/7| Based Classifier | . Miner ) | Estimator | :

| v | | |

- = Prevalent . I
rr‘ | | HSRT conditions of Condition Tvoes Attribute Effects ||
 Day n vP In Condition Types | |

| each day Across Days P '

Searchlogs | _ _ _ _ o MNN  ______SSL
of each day FOCUS \\
[LQ:.I] Further
Investigation
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|ldentify HSRT Conditions Based on a Decision Tree

<=8 31% >8
4
Low SRT l—( Browser engine

Fraction of HSRT = ---------- > 14% WebKit 34% not Webkit

I— l o | SHER KT
China Telecom 30% not China Telecom  41%

-
}I

One day
search logs

<=32 27% >32 China Mobile 34% not China Mobile
Low SRT Low SRT
25% __ — 38% T~ 41% 27%
— - - —~ =~ _

{#images>32 A browser engines=WebKit A ISPs=China Telecom}

A HSRT condition

To build a reasonable tree, we tailor the mechanisms of decision trees
(Details are in the paper)

(o)o)



Find Similar HSRT Conditions (HSRT Condition Types)

HSRT Conruitions

HSRT Condition Type
1 >.9 Not WebKit no I:> -

> i,i €{9,10} Not WebKit no

2 > 10 Not WebKit no

* Same combination of attributes
* Same value for each categorical attribute
Hierarchical clustering | «  Similar value for each numeric attribute

N~ _—7
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Estimate the Impact of Each Attribute

Inspired by controlled experiment -
* Control group: the original HSRT contrition types Historical
search logs

*  Experimental group: changing one attribute at a time
Compare performance
in historical logs

\ 4
N

HSRT Condition Type
> i,i € {9,10} Not WebKit no
:—------) C, <i,i€{9,10} Not WebKit no
—————— >» ¢, > i,i € {9,10} WebKit no

> i,i €{9,10} Not WebKit yes
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Results of FOCUS:

w
o

N
o

=

Type index
o

+ Condition types

xS

$
o * o
0 o I IQ“ i
0

* poy * 0
20006 L 0000 0000 06 O 000

0]
D

Day 15
Date

Day 31

K \
’

* Find 36 HSRT condition types in one month of search
logs
« Four of them (11%) appear in more than five days

\ Images are the main bottleneck } (Attributes in bold have a bad effect on SRT)

Condition M Prevalent condition type Prevalence
type ID (days)
1 #images > 1,2 € {5,6,7,8,9] A browser engine = not WebKit 21
2 #images > 1,1 € {5,6,7,8,9] A ISP = not China Telecom A browser engine = WebKit 15
3 F#images > 1,1 € {25, 26, 27} A ISP = China Telecom A browser engine = WebKit 7
4 #images > 1,2 € {5,6,8} A [$P = China Telecom A browser engine = WebKit A ads = yes 6
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Real-world Optimization

e
# 1t month results of FOCUS = images are the main bottleneck

of SRT

* Deploy “image base64 encoding" to improve the transmission

time of images

50%

Fraction of HSRT
N w
o o
X X
%
| |

Optimization

Day 44

Date
(a) Fraction of HSRT each day

The fraction of HSRT is reduced by 30%

' HSRT percentage
_is reduced by 307%

' SRT 8oth-tile is reduced
by 253 ms (20%)

|




"
* FOCUS can

* Narrow down the debugging space of High SRT in search logs
# Analyze the effects of each attribute (potential improvements)

* With the output of FOCUS
* We make several interesting observations
* Deploy a solution in practice and greatly improve SRT

* FOCUS is a general method for analyzing multi-attribute logs
* Web applications other than search engines

* Performance of mobile apps
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What is AlOps?

What’s the value of AlOps?
Is AlIOps necessary?

Is AlOps feasible?

Case studies

AlOps Challenge
Summary

* X %X *x X X X
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S =S

h—
Ops people familiar Algorithm people
with Ops and familiar with general Al
Business, but not Ops and AlOps
but not Al
\ Ops
AlOps !

Business Al
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\

Ops

AlOps

Business Al
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Ops

Give:

Sanitized Data
Competition sponsorship
Bring up new challenges
Forum discussion

Get:

Algorithms
Collaborators
Recruiting
Impact

)

/:6(

=0

B4t

)
12

T

Problems
Datasets

Competition
Forum
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Give :

Competition
Forum discussion

Scientists © Help define new
problems
° Get :

Scientists

Real Ops problem
Real data
Collaborators
Impact



8.000
(&

80.000
(w

1. LogicMonitor-Al 0.795670

2. D.I.(H3Q) 0.771397
3. ICA128 0.734942

4. KRN 0.721988
5. eI A 0.645889

#of data download 338
enrolled

formally competed

8,000 Ak
TARIGIES
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AlE 4 5] AR A% A
BIEHE
EIX-E
#®ix

K HE &AM E % TARIFH B R A AIOp

LR E S _ 1. LogicMonitor-Al 0.795670

’ : 2. D.I.(H3Q) 0.771397
HIET & 338 3. ICA128 0.734942
%E\g 125 4. kﬂﬁﬁﬂ% 0-721988

o . T 0.64588
EXAR 59 5. SR i4E TRA 45889
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Data Sponsors
Sorou

Tenceni Games

ebay

o0
Bai®&EE
PR D

e Alibaba.com
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Tenceni Games

co-organizer
& BRUE4E X

’ GreatOPS Community



* AlIOps is rising: replace manual Ops decisions with Al-
* Improved revenue
* reduced loss/cost
* necessary
« feasible

# Case studies (Collaboration with Baidu, Alibaba, Tencent, Didi, Sogou):
* Anomaly Detection
*  Anomaly Localization
* Root Cause Analysis
* Capacity/Failure Prediction

* AlOps Challenge: Community efforts for widespread adoption of AlOps

79






