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ABSTRACT

We present a tool, PROST, which can achieve scalable and
accurate prediction of server workload time series in data
centers. As several virtual machines are typically co-located
on physical servers, the CPU and RAM show strong tem-
poral and spatial dependencies. PROST is able to leverage
the spatial dependency among co-located VMs to improve
the scalability of prediction models solely based on temporal
features, such as neural network. We show the benefits of
PROST in obtaining accurate prediction of resource usage
series and designing effective VM sizing strategies for the
private data centers.

1. INTRODUCTION

Tools for workload characterization and prediction are key
to effective resource allocation in data centers. Based on ac-
curate predictions of upcoming workload within the next
timeframe (which can be in the order of minutes, hours, or
even weeks, depending on the application), proactive deci-
sions can be made to improve the system’s performance. In
a cloud data center environment, for example, this informa-
tion can be used to migrate and consolidate VMs to reduce
the number of required physical servers and thus improve
the energy efficiency, while at the same time fulfilling the
service level agreement with respect to the relevant perfor-
mance metrics. Depending on the capability of predicting
peak load magnitudes and timings, resources can be multi-
plexed at various degrees across users and time.

Past work has established that resource usage at data cen-
ters exhibits strong temporal patterns [2]. Beyond temporal
dependencies that are established by usage time series [4],
it is common for co-located VMs to simultaneously com-
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Figure 1: Overview of the PROST in obtaining sig-
nature series via the spatial dependency.

pete for the limited physical resources, essentially exhibit-
ing strong spatial dependency. Indeed, in our past work
we have shown that neural networks can be effectively em-
ployed for prediction [4], but their effective usage remains
prohibitively expensive in practical situations as it suffers
by its high training cost. In practice, in a large-scaled data
center, with more than tens of thousands of physical boxes
and hundreds of thousands of VMs, it is infeasible to rely
on neural networks to predict future resource usage.

We solve this problem by developing a prediction frame-
work, PROST, that discovers spatial dependencies across
usage series and exploits them to develop a scalable method-
ology for predicting a large number of usage series. To this
end, we introduce the concept of signature VM series, a sub-
set of usage series that are representative of all other usage
series. We are able to predict usage series not in the sig-
natures set via a linear combination of signature VM series,
which are predicted by the neural networks using their tem-
poral dependency.

2. TOOL DESCRIPTION

The immediate obstacles of prediction given a large num-
ber of usage series of co-located VMs are accuracy, training
overhead, and model scalability. Typically, temporal mod-
els [3], such as auto regressive and moving average models,
are not able to capture well bursty behaviors. More sophis-
ticated temporal models such as neural networks, capture
irregular patterns better but at much higher computational
overheads. Given such restrictions, it is important to come
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Figure 2: Data source view of the GUI to select the servers of interest, showing a preview of the selected
VM’s resource utilization traces and prediction of using different spatial methods, and a case study of PROST

on predicting usage series at private datacenters.

up with efficient and accurate prediction models that also
scale well.

2.1 PROST Framework

Motivated by the strong spatial patterns across VCPU
and VRAM, we argue that a small number of signature series
as predictors can well represent the entire set of resource us-
ages. To such an end, we propose a prediction methodology,
which combines a novel correlation-based time series cluster-
ing technique, and stepwise regression. The signature series
are predicted via existing time-series models exploring the
auto-correlation, which unfortunately incurs very high com-
putational overhead and storage requirement on historical
data. Consequently, the linear regression model leveraging
the spatial dependency can drastically reduce the computa-
tion overhead without sacrificing the accuracy.

Fig. 1 provides an overview of the PROST framework, us-
ing a two-step algorithm to identify so-called signature series
(1) initial set: initial time series clustering using existing
dynamic time warping (DTW) [1] or proposed correlation
based clustering (CBC); (2) final set: detecting and remov-
ing multicollinearity among signature series using variance
inflation factors (VIF) and stepwise regression. The second
step is to fix the pitfall that though signature series appear
independent combinations of certain series can well present
the others in the signature set.

2.2 Implementation and Graphical User In-
terface

We developed a web based graphical user interface (GUI)
to demonstrate the PROST framework. The PROST GUI
consists of four main views to select the servers, define the
model parameters, train the models, and visualize the pre-
dictions obtained via the trained models. Screenshots of the
data source and prediction views are shown in Fig. 2(a)-(b).

3. EVALUATION

To test PROST, we use traces containing VCPU and VRAM

utilization taken at each 15 minutes. These traces are from
production data centers covering for one week 6K physical
servers hosting over 80K VMs which serve various indus-

tries and use disparate operating systems such as Windows
and UNIX. However, due to the computation intensity, es-
pecially of the temporal predictions, we evaluate PROST on
a subset of 400 randomly selected physical servers and their
hosted VMs only. We take the first five days to train the
temporal models for the signature series and to train the
spatial models for the non-signature series. Then, we use
the models to predict the sixth day. First, we predict in one
shot the signature series of the sixth day via the temporal
models. Afterwards, with the predictions of signature series
as input, we predict the sixth day of the non-signature series
via the spatial models.

For the temporal models we consider neural networks [4],
whereas for the spatial models we consider both the DTW
and the CBC clustering techniques. The signature series are
predicted by the neural networks, whereas the non-signature
series are predicted by the linear models of signature series
via DTW and CBC. We evaluate the prediction accuracy
in terms of the distribution of the Absolute Percentage Fr-
ror (APE). Fig. 2(c) presents the CDF of the prediction
accuracy with both the DTW- and CBC-based spatial mod-
els. One can see that CBC is more precise with lower APE.
Indeed, the average APEs of resources usage per physical
server for using DTW and CBC to explore the spatial de-
pendency are 31% and 23%, respectively.
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