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Motivation & Background

Modern systems are serving many aspects of our life 

Search 
Engine

Social
Network

Cloud
Service

Office 
Software

...

...
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System reliability is very crucial!
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An Real-World Example

148,213 websites 121,176 unique domains

[Statistics from: https://techcrunch.com/2017/02/28/amazon-aws-s3-outage-is-breaking-things-for-a-lot-of-websites-and-apps/]
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https://techcrunch.com/2017/02/28/amazon-aws-s3-outage-is-breaking-things-for-a-lot-of-websites-and-apps/


widely utilized by developers in system 
maintenance

Traditional tools (e.g., Java Debugger)

How to maintain these systems and keep them reliable? 

hard to apply in distributed systems

In practice:

Motivation & Background
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Log is often the sole data source for troubleshooting



Manual Inspecting of logs is infeasible!
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scale complexity



Automated log analysis is highly in demand
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7



Problem Identification

Normal

Different types of problem

Motivation & Background

8

Clustering

Challenge:
In practice, no labels…



Challenges

1)  Huge log size

2)  Highly-imbalanced

3)  Clustering alone cannot determine problematic or not

10+ Terabytes
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Imbalanced Log Data

Cloud-based online service systems

“Five Nines” of service availability

Why is log data imbalanced?

10



Imbalanced Log Data

System executes normally in most cases and problems occasionally happen

11

Normal Logs

Problematic LogsLong tail distribution:
An example



KPIs

System KPIs (Key Performance Indicators)

measure the system‘s health status in a certain time period, i.e.,
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❑ Failure Rate ❑ Service Availability ❑ Average Request Latency

Periodically collected!



Framework

Framework of 
Log3C
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Raw Logs

Event 
Templates

Log Parsing
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Log3C-Log Parsing

Logs in each time interval are parsed separately

Logs that share the same task ID are linked as a log sequence

Log Parsing

15



Log3C–Sequence Vectorization

Weights from two perspectives:

1.  IDF weighting

2.  Importance weighting

IDF weighting Importance weighting
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Log3C–Cascading Clustering

Target: Conduct clustering on log sequences from each time interval

Challenge:
Huge amount of data 

Traditional Clustering:
Distance calculation between any 
two data samples
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Log3C–Cascading Clustering

Cascading Clustering: Efficient and Effective

Log 

Sequences
Sampling

Matched 

data
Mismatched 

data

Clustering &

Pattern extraction 
Matching 

18



Log3C – Correlation Analysis

Impactful problems:
Can lead to the degradation of KPI

Target:
Identify clusters that are highly correlated with 
KPI’s changes

Method:
Model Cluster sizes—KPI values relation
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Multivariate Linear Regression (MLR)

t-statistic hypothesis test



Experiments

Datasets: Real-world data from the service system X

✓ Logs during a certain time period on three different days

Manual labelling from two aspects:

1. Does the log sequence indicate a problem?

2. What is the problem type?
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Experiments

1. Problem Detection (Binary Classification):
Precision / Recall / F1-Measure

2. Problem Identification (Clustering)
Normalized Mutual Information (NMI) ~ between [0, 1]

3.   Clustering Time (in seconds)

Evaluation Metrics:
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Experiments

Accuracy of Problem Detection:
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Experiments

Accuracy of Problem Identification:

Log3C-SC is the comparison method, which replaces the Cascading 
Clustering with the standard clustering (HAC)
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Experiments

Time Performance of Cascading Clustering

1800x faster on Data 1 of size 200k
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Experiments

Cascading Clustering with Different Sample Rate 

Time/NMI -- Sample Rate
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Decreasing sample rate does not sacrifice the accuracy while greatly reducing the time



Conclusion

Contributions:

✓ Cascading Clustering, Efficient and Effective

✓ Propose Log3C by integrating cascading clustering and correlation analysis

✓ Log3C has been successfully applied in the actual maintenance of online service systems 

at Microsoft.
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• A collection of Software Logging 

Statements in source code

LoggingDescriptions (ASE’18)

• Log-based Problem 

Identification

Log3C (FSE’18)

• A toolkit for automated log 

parsing

LogParser (DSN’16)
Logging

Maintaining

Preprocessing

• Learning to log: A framework for 

determining optimal logging 

points

LogAdvisor (ICSE’15)

• A log analysis toolkit for 

automated anomaly detection

Logizer (ISSRE’16)

• A collection of system log 

datasets for massive log analysis

LogHub (in submission)

https://github.com/logpai
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— Log Analytics Powered by AI



Thanks!

28


