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Scale of Network Devices in Datacenter
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• Hundreds of thousands to millions of servers
• Hundreds of thousands of switches
• Millions of cables and fibers

Microsoft (C. Guo, et al., 
SIGCOMM’15)
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• Hundreds of thousands to millions of servers
• Hundreds of thousands of switches
• Millions of cables and fibers

Microsoft (C. Guo, et al., 
SIGCOMM’15)

• Hundreds of thousands of servers
• Tens of thousands of switchesBaidu

• More than 400 switch failures per year

Swich failures are the 
norm rather than the 

exception (P. Gill, et al., 
SIGCOMM’11)
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Switch Failures Lead to Outages

8

• A Cisco switch failure at
the datacenter of
Hosting.com

• Affected a number of
services including AWS
for 1.5 hours
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Switch Failures Lead to Outages

9

• A Cisco switch failure at
the datacenter of
Hosting.com

• Affected a number of
services including AWS
for 1.5 hours

• The datacenter network 
went dark after a switch 
failure

• Almost every executive 
branch agency are 
affected for a few hours
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•“An event that occurs when the switch is 
not functioning for forwarding traffic” [1]

��

Switch Failure

[1] Gill, P., Jain, N., & Nagappan, N. Understanding network failures in data centers: measurement, analysis, 
and implications. ACM SIGCOMM 2011.
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Switch Failure

• A human
• A server
• Another network device
• If not result in incorrect output, it is not a failure

Observable[1]

[1] Salfner, F., Lenk, M., & Malek, M. (2010). A survey of online failure prediction methods. ACM 
Computing Surveys (CSUR), 42(3), 10.
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Switch Failure

• A human
• A server
• Another network device
• If not result in incorrect output, it is not a failure

Observable[1]

• Regular expression match with syslogs
• Feedback by Internet services
• Monitoring results of interfaces

Failure 
tickets

[1] Salfner, F., Lenk, M., & Malek, M. (2010). A survey of online failure prediction methods. ACM 
Computing Surveys (CSUR), 42(3), 10.
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Previous Proposed Solutions

Change the protocols and network topologies
• Aim to automatically failover
• ToR switches do not have hot backups
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Previous Proposed Solutions

Change the protocols and network topologies

• Aim to automatically failover

• ToR switches do not have hot backups

Locate and diagnose failed switches

• Face deployment challenges 

• Take time to locate and fix the failed switches 
• Drop packets silently and affect services[1]

2018/6/21 14

[1] Guo, C., et al. Pingmesh: A large-scale system for data center network latency measurement and 
analysis. ACM SIGCOMM 2015.
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Failure Prediction for Switches
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• Sep  8 15:44:30 192.168.191.85 192.168.191.85 : [SIF]Interface ae3, changed state to down

• Sep  8 15:45:51 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan22, changed state to down

• Sep  8 15:46:59 192.168.191.85 192.168.191.85 : [SIF]Interface ae3, changed state to up

• Sep  8 15:47:21 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan22, changed state to up

• Sep  8 15:48:30 192.168.191.85 192.168.191.85 : [OSPF]Neighbour(rid:10.231.0.42, addr:10.231.38.85) on vlan22, changed state from Full to Down

• Sep  8 15:49:35 192.168.191.85 192.168.191.85 : [SIF]Interface ae3, changed state to down

• Sep  8 15:49:45 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan22, changed state to down

• Sep  8 15:50:42 192.168.191.85 192.168.191.85 : [SIF]Interface ae3, changed state to up

• Sep  8 15:50:59 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan22, changed state to up

• Sep  8 15:51:22 192.168.191.85 192.168.191.85 : [OSPF]A single neighbour should be configured

• Sep  8 15:51:52 192.168.191.85 192.168.191.85 : [OSPF]A single neighbour should be configured

• Sep  8 15:52:46 192.168.191.85 192.168.191.85 : [SIF]Interface ae1, changed state to down

• Sep  8 15:53:24 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan20, changed state to down

• Sep  8 15:54:31 192.168.191.85 192.168.191.85 : [OSPF]Neighbour(rid:10.231.0.40, addr:10.231.36.85) on vlan20, changed state from Full to Down

• Sep  8 15:55:12 192.168.191.85 192.168.191.85 : [SIF]Interface ae1, changed state to up

• Sep  8 15:56:47 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan20, changed state to up

• Sep  8 15:59:01 192.168.191.85 192.168.191.85 : [OSPF]A single neighbour should be configured

• Sep  8 16:31:20 whole machine failure (labelled by the operators)

Failure Prediction for Switches Based on Syslogs
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• Syslogs are highly diverse
• Across several geographical 

locations, network layers, 
protocols, services

• Normal login events of 
operators

• Interface up/downs
• Failure to send/receive packets

• Rarely contain failure omens 

� 

Challenges 
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S. Zhang et al., 
"Syslog processing 
for switch failure 
diagnosis and 
prediction in 
datacenter 
networks," IEEE/ACM 
IWQOS 2017.
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Several failures share common syslog sequences
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Feature Extraction
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Some syslogs are indicative of failures when they 
occur in a sudden burst
E.g., interface up/down
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Several failures share common syslog sequences

�30���
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• Sep  8 15:44:30 192.168.191.85 192.168.191.85 : [SIF]Interface ae3, changed state to down

• Sep  8 15:45:51 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan22, changed state to down

• Sep  8 15:46:59 192.168.191.85 192.168.191.85 : [SIF]Interface ae3, changed state to up

• Sep  8 15:47:21 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan22, changed state to up

• Sep  8 15:48:30 192.168.191.85 192.168.191.85 : [OSPF]Neighbour(rid:10.231.0.42, addr:10.231.38.85) on vlan22, changed state from Full to Down

• Sep  8 15:49:35 192.168.191.85 192.168.191.85 : [SIF]Interface ae3, changed state to down

• Sep  8 15:49:45 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan22, changed state to down

• Sep  8 15:50:42 192.168.191.85 192.168.191.85 : [SIF]Interface ae3, changed state to up

• Sep  8 15:50:59 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan22, changed state to up

• Sep  8 15:51:22 192.168.191.85 192.168.191.85 : [OSPF]A single neighbour should be configured

• Sep  8 15:51:52 192.168.191.85 192.168.191.85 : [OSPF]A single neighbour should be configured

• Sep  8 15:52:46 192.168.191.85 192.168.191.85 : [SIF]Interface ae1, changed state to down

• Sep  8 15:53:24 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan20, changed state to down

• Sep  8 15:54:31 192.168.191.85 192.168.191.85 : [OSPF]Neighbour(rid:10.231.0.40, addr:10.231.36.85) on vlan20, changed state from Full to Down

• Sep  8 15:55:12 192.168.191.85 192.168.191.85 : [SIF]Interface ae1, changed state to up

• Sep  8 15:56:47 192.168.191.85 192.168.191.85 : [SIF]Vlan-interface vlan20, changed state to up

• Sep  8 15:59:01 192.168.191.85 192.168.191.85 : [OSPF]A single neighbour should be configured

• Sep  8 16:31:20 whole machine failure (labelled by the operators)

Syslogs Before a Failure (Within 2 Hours)

2018/6/21 SIGMETRICS 2018



Transfer to Template Tag Sequence

• The syslogs before failure 1 (2h)
• 48 49 46 47 63 48 49 46 47 62 62 48 49 63 46 47 62
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Transfer to Template Tag Sequence

• The syslogs before failure 1 (2h)
• 48 49 46 47 63 48 49 46 47 62 62 48 49 63 46 47 62

• The syslogs before failure 2 (2h)
• 0 48 48 48 48 48 46 46 46 46 46 48 48 46 46 48 46 48 48 46 46 48 48 46 46 

48 46 48 49 63 51 50 46 47 62 48 48 46 46 51 50 51 50 48 49 48 49 63 51 46 
47 50 63 46 47 48 49 62 62 46 47 62 48 49 46 47 62 48 49 63 51 50 46 47 62 
56 57 58 59 44
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Transfer to Template Tag Sequence

• The syslogs before failure 1 (2h)
• 48 49 46 47 63 48 49 46 47 62 62 48 49 63 46 47 62

• The syslogs before failure 2 (2h)
• 0 48 48 48 48 48 46 46 46 46 46 48 48 46 46 48 46 48 48 46 46 48 48 46 46 

48 46 48 49 63 51 50 46 47 62 48 48 46 46 51 50 51 50 48 49 48 49 63 51 46 
47 50 63 46 47 48 49 62 62 46 47 62 48 49 46 47 62 48 49 63 51 50 46 47 62 
56 57 58 59 44

• The syslogs before failure 3 (2h)
• 48 48 49 49 63 63 46 46 47 47 62 62 56 56 57 57 58 58 59 59
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Transfer to Template Tag Sequence

• The syslogs before failure 1 (2h)
• 48 49 46 47 63 48 49 46 47 62 62 48 49 63 46 47 62

• The syslogs before failure 2 (2h)
• 0 48 48 48 48 48 46 46 46 46 46 48 48 46 46 48 46 48 48 46 46 48 48 46 46 

48 46 48 49 63 51 50 46 47 62 48 48 46 46 51 50 51 50 48 49 48 49 63 51 46 
47 50 63 46 47 48 49 62 62 46 47 62 48 49 46 47 62 48 49 63 51 50 46 47 62 
56 57 58 59 44

• The syslogs before failure 3 (2h)
• 48 48 49 49 63 63 46 46 47 47 62 62 56 56 57 57 58 58 59 59

• The syslogs before failure 4 (2h)
• 51 50 48 49 63 46 47 62 48 49 46 47 62 51 51 50 50 51 50 48 49 63 51 46 47 

50 62 48 49 46 47 62 48 49 63 46 47 62 56 57 58 59 48 49 63 46 47 62 48 49 
46 47 48 49 63 51 46 47 50 62 62

362018/6/21 SIGMETRICS 2018
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Syslogs before 
failures do 

share common 
subsequences

The sequence 
feature is helpful 

for predicting 
failures

Irrelevant 
syslogs (noises) 

exist before 
failures

Noise signals 
should be 
excluded

Insights of the above examples
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• First step: filter noises and get longest common subsequences (LCSes)
• Second step: measure the similarity 

��

The LCS2 method
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nFilter noises and get LCSes
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• ���  ∩ ��� �: 48 48 49 49 63 46 47 62
• ���  ∩ ��� �: 48 49 46 47 63 48 49 46 47 62 48 49 63 46 47 62
• ��� �∩ ��� �: 48 48 49 49 63 46 46 47 47 62 62

��

Ω

The LCS2 method
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• First step: filter noises and get longest common subsequences (LCSes)
• Second step: measure the similarity 

n�
	���
���
�����
	����
• Measure the similarity between current sequence and omen sequences
• For each !"#$ in Ω

• !"#&$ is the LCS between the current sequence and !"#$
• Calculate the ratio of the length of !"#&$ to that of !"#$, '$
• Apply max('$) as the sequential feature score of the current sequence

��

The LCS2 method
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n��	 
• First step: filter noises and get longest common subsequences (LCSes)
• Second step: measure the similarity 

n���
��

���
• Computationally efficient 
• Filter noises from failure omen sequences
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The LCS2 method
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Evaluation Experiments
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Evaluation Experiments
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Evaluation Experiments
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Conclusion
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• Sample imbalance

Challenges

• Sequence, seasonality, surge and frequency
• LCS2 method

Four features

• Real-world data

Evaluation

• Switch failure prediction across different switch models

Future work 
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Thank you!
Q&A

zhangsl@nankai.edu.cn
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Backups
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Focus on switch hardware failures

External 
problems 
• Power supply 

down

Configuration 
problems
• VPN tunneling 

errors

Hardware 
failures
• Crash induced 

by hardware 
errors

• Line card crash
• Entire switch 

crash

Software 
crash
• Due to bugs

2018/6/21 SIGMETRICS 2018 48

Generated by operators and 
other devices

Automatically recover 
(via a reboot)



Detailed information for the three models of switches
PreFix: Switch Failure Prediction in Datacenter Networks 2:19

Table 7. Detailed information for the three models of switches

Switch model #
failures

# failed
switches

# switches
in total

# Omen
time bins

# Non-omen
time bins

M1 228 131 2223 1273 5,516,435
M2 48 30 3288 317 22, 997, 509
M3 139 31 3886 164 660, 736

veri�ed by network operators (more than 10 senior operators in the studied company are responsible
for the manual veri�cation work), and thus they can be used as the ground truth for our evaluation.

To simulate the online prediction procedure, in the evaluation experiments we slide ��m every
time bin, and obtain omen time bins and non-omen time bins following the de�nitions in Section 3.1.
Similar to [70], in the evaluation experiments we set �e � �s = 24 h, ��m = 2 h, ��a = 30min,

� = 5 and � = 15 min. These settings are justi�ed as follows. Based on empirical experience,
the network operators believe that syslogs within 24 hours before a failure are indicative of the
failure, and thus can be used for failure prediction. After analyzing the syslogs before dozens
of failures, we found that, in most cases (more than 90%), syslogs in any two hours among the
syslogs that are within 24 hours before a given failure can capture the omen pattern. In addition,
monitoring syslogs of a 24 hours’ period for the online prediction procedure is computationally
too intensive. The operators need at most 30 minutes to react to a positive failure prediction, such
as shifting the tra�c and replacing the switch. Furthermore, if there are less than f i�e syslog
messages in a time bin’s corresponding message sequence, the message sequence would be too
short to capture the omen pattern, and thus cannot be used for failure prediction 1. Operators’
reaction time to a positive failure prediction, i.e., ��a should be divided by the length of each time
bin, i.e., � . Since ��a = 30min, � can be 30, 15, 10, 5, 2, 1. On the one hand, if � is too small, e.g.,
� 2 {1min, 2min, 5min, 10min}, there will be too few time bins with more than � = 5 syslog
messages. On the other hand, if � is too large, e.g., � = 30min, the number of omen time bins will
drop by more than than 50%, and thus impact greatly on the training of PreFix. Consequently, we
set � = 15min in this work.
To ensure that our experiments are reproducible, we have built a website which contains all

the data applied in the evaluation, including the historical switch failures, message templates and
message template sequences of all the three switch models [5].
Please note that for a speci�c switch model, the switches are usually uniformly deployed in

multiple data centers. For example, the three models used in our evaluation experiments are
uniformly deployed in more than 20 data centers. As a result, for a speci�c switch model in a
speci�c data center, the failure cases are too few to train a failure prediction model. Therefore, it is
almost infeasible to compare the performance of PreFix among di�erent data centers. Consequently,
for each switch model, we collect the data from switches across all data centers.

4.2 Evaluation of The Overall System
To the best of our knowledge, in the literature there are no previous works on failure prediction
for switches in data center networks. That is, we do not have benchmark methods in this domain.
Consequently, to demonstrate the performance of PreFix, we compare PreFix with popular log-based
failure prediction methods in other domains. Speci�cally, we compare PreFix with SKSVM, which

1About 50% of switch failures do not have any omen time bin, i.e., a time bin which contains no less than 5 syslog messages
within 24 hours before the failure. We do not consider these failures in the evaluation.

Proc. ACM Meas. Anal. Comput. Syst., Vol. 2, No. 1, Article 2. Publication date: March 2018.
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Comparison of the Importance of the Four Features
2:24 S. Zheng et al.

Table 10. Normalized node impurity decrease of the features in the RF model

Switch model Sequence Frequency&Seasonality Surge&Seasonality
M1 22.29% 51.14% 26.57%
M2 19.09% 50.25% 30.65%
M3 42.81% 36.86% 20.33%

information gain/entropy. Therefore, we can compute by how much each feature decreases the
weighted impurity in a tree to �gure out the importance of the feature. Similarly, in a random forest
we can average the node impurity decrease in di�erent trees, and thus quantitatively measure the
importance of each feature.

As described in Section 3.4.5, in the integrated matrix A we combine the frequency feature with
the seasonality feature (C∆(tj )0 = C∆(tj ) ⇥ � j ) and combine the surge feature with the seasonality
feature (csj 0 = csj ⇥ � j ). Since node impurity decrease is calculated based on A, we calculate the
node impurity decrease of the combination of frequency and seasonality feature, and that of the
combination of the surge and seasonality feature.

The normalized node impurity decrease of each feature (or combination of features) across di�erent
switch models is shown in Table 10. From the table we can see that sequence, the normalized
node impurity of the combination of frequency and seasonality, and the combination of surge and
seasonality are all greater than 19%, which proves that they are all important to training PreFix.
That is, any of the above three contributes signi�cantly to PreFix, which is consistent with the
conclusion drown in Section 4.3.

5 RELATEDWORK
Using log �les for failure prediction has been widely applied in in ISP networks [25, 48, 49], comput-
ers [15–17, 33, 47, 71], virtual machines [58], and online ad service [51]. Liang et al. investigated the
RAS event logs, and developed three simple failure prediction methods based on the characteristics
of failure events, as well as the correlation between failure events and non-failure events [33].
Realizing the the importance of the sequential feature of log �les to failure prediction, Fronza et
al. used random indexing (RI) to represent the sequence of operations extracted from logs, and
then applied weighted SVM to associate sequences to a class of failures or non-failures [16]. RI
is not applied in our scenario because unlike the strictly structured software logs [16], the syslog
messages of network devices in our scenario are usually unstructured. Salfner et al. applied HSMM
to recognize the patterns of logs that indicate an imminent failure directly [48]. The drawback of
using HSMM for failure prediction is that HSMM cares only about the sequential feature of logs
while ignoring the other features like frequency, seasonality and surge, and thus it is not suitable
in our scenario.

Several works has been conducted on analyzing syslogs of network devices for failure detection
or prediction purpose [27, 28, 44, 67]. For example, motivated by the signature abstraction method
used in spam detection, Qiu et al. constructed breath-�rst search tree which learned templates from
syslogs, based on the frequency of words in syslogs [44]. Considering the di�culty of determining
the root of the tree in the case of general logs for the above method, Kimura et al. presented a
statistical template extraction (STE) method using a statistical clustering algorithm which consisted
of two parts: statistical word scoring and score clustering [27]. Noticing that the format of syslog
messages can dynamically change over time, Kimura et al. developed an online template extraction
method to learn templates incrementally [44]. The method includes classi�cation of words based on
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Fig. 2. The model of switch failure prediction. For a given switch failure that occurred at �h , our objective is
to predict the failure during [�s ,�e ]. �e is ��a before �h because network operators need no more than ��a
time to react to a positive failure prediction. In the o�line learning procedure, given the failure at �h , for any
�x in [�s ,�e ], the syslog message sequence in [�x � ��m ,�x ] is labeled as an omen message sequence, while
the syslog message sequence in [�� ���m ,�� ] is labeled as a non-omen message sequence when �� < [�s ,�h ].

3.1.1 Problem Formulation of Switch Failure Prediction. We �rst discretize time into (relatively)
short equal-length time bins with a length � (say � = 15min), and refer to each time bin by its
starting time. Figure 2 shows the objective of switch failure prediction. Suppose that a failure occurs
at �h . Our objective is to make the positive failure prediction at any time bin �x within [�s ,�e ] (say
�e � �s = 24 h), where �e is ��a (say ��a = 30min) ahead of �h , as network operators need no more
than ��a time to react to a positive failure prediction (e.g., by shifting the tra�c and replacing
the failure-looming switch). We emphasize that a positive failure prediction implies the following
situational assessment: a switch failure is imminent and the switch needs to be replaced right away.
Hence if this “imminent failure” prediction is made too early, say at a time �x that is much earlier
than �s , the prediction will be considered incorrect (i.e., a false alarm). We emphasize that this
“imminent failure” prediction is very di�erent from being able to estimate the exact time of failure
�h very early on, which we believe is impossible.

3.1.2 Syslog-Based Switch Failure Prediction. After investigating dozens of switch failure cases,
we observe that the syslogs before switch failures often have similar patterns. For example, Table
2 shows a series of syslog messages half an hour before a switch failure. From the table we can
see that the interfaces or the vlan-interfaces of the switch became unstable and they switched on
and o� frequently in a short period (i.e., a sudden burst of on-o� oscillations). We observe that
similar sudden bursts occurred before 30+ other switch failures. Furthermore, the syslog sequences
before these failures are all quite similar to the one shown in Table 2. Hence, intuitively if we can
learn this similarity, we can predict switch failures before they occur and reduce the loss caused by
switch failures.
As shown in Figure 2 and explained earlier, the failure prediction at any time (bin) �x is made

based on the assessment of the syslog messages within [�x ���m ,�x ] (say ��m = 2 h). Hereafter, we
refer to the syslog message sequence within [�x ���m ,�x ] as �x ’s corresponding message sequence.
Note that, if the message sequence contains too few messages (say containing less than � messages),
it is virtually impossible to extract either the omen pattern or the non-omen pattern from it; In
PreFix, we set this threshold � based on the domain knowledge of operators. Note that all message
sequences discussed hereafter each has at least � messages in it.

In the o�ine learning procedure, a message sequence is considered an omen message sequence
(i.e., an omen to a switch failure) if the prediction time �x is within the desired prediction time
window [�s ,�e ], and a non-omen message sequence otherwise. We label this time bin �x an omen
or non-omen time bin accordingly. Note that an omen time bin thus de�ned always occurs before,
and not during, a failure. We use the labels, and time bin’s corresponding message sequences
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