Towards Autonomous IT Operations
through Machine Learning
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What are Al, Machine Learning and Deep Learning?




Deep Learning Success: Vision

Image Recognition IM&GE
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Deep Learning Success

And so many more...
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Why Now!

1952

1958

1986

1995

N/

Stochastic Gradient
Descent

Perceptron
* Learnable Weights

Backpropagation
* Multi-Layer Perceptron

Deep Convolutional NN
* Digit Recognition

Neural Networks date back decades, so why the resurgence!?

|. Big Data

* larger Datasets

* Easier
Collection &
Storage
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2. Hardware

* Graphics
Processing Units
(GPUs)

* Massively
Parallelizable

3. Software

Improved
Techniques
New Models

Toolboxes

L2

TensorFlow



Industries being changed by Al

Finance

Education

TMT

Medical & Health
Automobile
Manufacturing



Deep Learning Success: Audio

Other sequences-model applications:

 predict stock price Music Generation

- machine translation

Temporal dependence
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Deep Learning Success: Vision

Detect pneumothorax in real X-Ray scans




5 Applications Of Al In
The Automotive Industry

Al lends itself perfectly to
powering advanced
safety features for
connected vehicles.

Driving
Features

The application of
artificial intelligence
cloud platforms ensure
that data is available
when needed.

Cloud
Services

Al speeds up the process
of filing claims when
accidents do occur.
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Automotive
Insurance

Robots are driving
optimisation and the
rethinking of processes
and production in
innovative new ways.

i

Car
Manufacturing

Al software detects

. . driver behavior in four
key areas: driver

L J identification,
recognition, monitoring
and infotainment control.

Driver |
Monitoring https://youtu.be/nBs3K0bsxyc



https://youtu.be/nBs3K0bsxyc

redictive Maintenance

,n Dashboard

Alerts

Type Severity

368 1 KT

"1 (D)MLPredicted  Critical

Locations.

1812

Assets

) 2-£G2

(raction Filter
166-FGE-HTR

Asset Health Status -

-~ ' a !
1 89% 85% . 89.1 1621 -
Overall Status % Tank level (%) : AMPS/Rated (%) Mean temperature &
> s y % g -
¥ 4 ; : - V/. ? f
» )/ . v

-

5

© Details

Alert: Air Filter Alert

Name: Medium Voltage Filter

Part SKU: 6493-MVAF107

Last Replaced: 20-July-2014
Scheduled Replacement: 20-Jul-15

Description

Temperature increase of air passed
through filter consistent with asset that
has prematurely reached the end of its
service life. Shutdown imminent

Mean Temperature

Current Temp: 1793

Threshold: 175

Variance: 43

Trending: Temperature increasing

Solution

Visit location for out-of-band part
replacement, investigate the service |
part and/or location to prevent future
stop-production failure.

Rockwell Automation - Predicted Alert Warning
Asset Sensors Detect Critical Failure Before Scheduled Maintenan




Machine Learning is a high-level programming language

Success In specific application scenario In specific area in specific industry:
quality assurance in manufacturing industry

Wood Floor Tobacco Leaf Steel Industry 8K video monitoring of

the production line

(Play video) o |
Traditional programming language:

hard-coded logic
Machine learning as a programming language
hard-coded logic + fuzzy logic learned from data



The capability boundary of current Al technologies

Al i1s good at solving problems that satisfy the

following five conditions simultaneously:
(1) With abundant data or knowledge

(2) With deterministic Information

(3) With complete Information
(4) Well-defined
(5) Single-domain or limited-domain

——CAS Fellow, Prof Bo zhang
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Why success only in specific application scenario in
specific area in specific industry?

Industry people Algorithm people familiar
familiar with scenario - with general Al,
and industry SSpeC'f'_c but not specific industry
\ g nario jor specific scenario
Al
Applications
Industry Al

Traditional programming language:
hard-coded logic

Machine learning as a programming language
hard-coded logic + fuzzy logic learned from data



Pitfalls: use ML algorithms as Blackbox to
tackle a specific scenario in a specific industry

a specific scenario In a specific industry

Huge Gap

General Machine Learning Algorithms

ARIMA, Time Series Decomposition, Holt-Winters, CUSUM, SST,DiD,DBSCAN,
Pearson Correlation, J-Measure, Two-sample test, Apriori, FP-Growth, K-medoids, CLARIONS,

Granger Causality, Logistic Regression, Correlation analysis (event-event, event-time series,
time series-time series) , hierarchical clustering. Decision tree, Random forest, support vector
machine, Monte Carlo Tree search, Marcovian Chain, multi-instance learning, transfer learning,




/T Operations: one of the technology foundations of the

Increasingly digitalized world




A real case in a global top

bank:

labor-intensive, stressful, and ineffective

&

Manual

[ \

10:20 large number of
transaction failures

Replayed the data with our ML-
based failure discovery and
localization algorithms
10:21 automatically detected the failure
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30 Engineers involved

Realized there was
a failure when
customers called
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Autonomous IT Operations:
use machine learning to automatically deal with
all causes of changes to IT systems

Software & hardware failures Automatic Healing

Software changes Autonomous software deployment

Traffic load changes Automatic Elastic Resource Allocation

Malicious attacks Autonomous Defense

\l



“In addition to control plane and data plane, Internet needs an Al-based knowledge plane”

--- Dave Clark in his SIGCOMM 2003 paper.

A Knowledge Plane for the Internet

David D. Clark*, Craig Partridge®*, J. Christopher Ramming’ and John T.

*M.I.T Lab for Computer Science
200 Technology Square
Cambridge., MA 02139

{ddc,jtwi}@Ics.mit.edu

ABSTRACT

We propose a new objective for network research: to build a
fundamentally different sort of network that can assemble itself
given high level instructions, reassemble itself as requirements
change. automatically discover when something goes wrong, and
automatically fix a detected problem or explain why it cannot do so.

We further argue that to achieve this goal, it is not sufficient to
improve incrementally on the technigues and algorithms we know
today. Instead, we propose a new construct, the Knowledge Plane, a
pervasive system within the network that builds and maintains high-
level models of what the network is supposed to do, in order to
provide services and advice to other elements of the network. The
knowledge plane is novel in its reliance on the tools of AI and
cognitive systems. We argue that cognitive techniques, rather than
traditional algorithmic approaches, are best suited to meeting the
uncertainties and complexity of our objective.
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€®BBN Technologies TSRI
10 Moulton St
Cambridge, MA 02138
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transparent network with rich end-sy
deeply embedded assumption of
administrative structure are critical stre
users when something fails, and high
much manual configuration, diagnosis a

Both user and operator frustrations aris¢
design principle of the Internet—the !
with intelligence at the edges [1.2].
without knowing what that data is, or °
combination of events is keeping dat
edge may recognize that there is a prob
that something is wrong, because the c
be happening. The edge understands
expected behavior is; the core only de:
network operator interacts with the core
as per-router configuration of routes ar
for the operator to express, or the netw



Industry opinions on machine learning’ s role in IT operations

Huawei CEO Ren Zhengfei:

“Al Is the most important tool for managing

the networks.
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Jeff Dean Head of Al, Google:

“We can (use Al to) improve everywhere in a
system that have tunable parameters or heuristics”

Anywhere We've Punted to a User-Tunable
Performance Option!

Many programs have huge numbers of tunable command-line
flags, usually not changed from their defaults

Anywhere We're Using Heuristics To Make a

Decision! ) ) , _
Compilers: instruction scheduling, register allocation, loop

nest parallelization strategies, ...

Networking: TCP window size decisions, backoff for
retransmits, data compression, ...

Operating systems: process scheduling, buffer cache
insertion/replacement, file system prefetching, ...

Job scheduling systems: which tasks/VMs to co-locate on
same machine, which tasks to pre-empt, ...

ASIC design: physical circuit layout, test case selection, ...



Some IT Operations Companies
All collect IT Operations data and offer AIOps (Al for IT Operations) productions

servicenww splunk =
Valued at 91 Billion USD Valued at 29 Billion USD

LS

dynatrace DATADOG

Valued at 9 Billion USD Valued at 11 Billion USD Valued at 27 Billion USD

- -
@@= elastic

20



Outline

* IT Operations (Ops) background

* /s machine learning necessary for Ops?

* Brief Case Studies

* Unsupervised Anomaly Detection in Ops
* Lessons Learned

21



Complex Edge Networks

SCACA30IA1 SCACA30IA2

01MO1

Gi CE (ISP, FadEx, : :
iPhone) : : LS DLSTX404ME3



Complex and Evolving Data Center Hardwares

10s of thousands of servers Frequent topology changes

Automation Outcome of >10 years of history, with major *
SDN + Vv revisions every six months A .
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Complex Software Module Dependences
Application dependency atTaobao (largest online shopping website in China) in 2012
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Evolving Techniques Enable Frequent Software Changes

10s of thousands software/config changes per day in a large company

INFRASTRUCTURE |
PLATFORM
(laaS)

Virtual Machines
Disks
Networks
Firewalls

CONTAINER
PLATFORM
(CaaS)

Containers
Volumes
IPs & Ports
Load Balancers

Low Level

Flexibility

Continuous
Integration
Continuous Continuous
Monitoring Testing
DevOps
Continuous Continuous
Deployment Delivery

5C'S
DevOps

APPLICATION
PLATFORM
(PaaS / aPaaS)

Apps

/tmp

80/443
Routes

Abstraction

FUNCTION
PLATFORM

(FaaS)

Actions
/tmp

Triggers

Gateways

SOFTWARE
PLATFORM

(SaaS)

Whatever

You
Want

( to pay for)

High Level

Velocity

DevOps Enabler Tools v2 (Caution!!!! : Consider only after DevOps mindset is established)

Infra-as-code

ANSIBLE

A
C
CHEF

SALTSTACK

Jenkins

shippable

{3Bamboo

Te

TeamCity

Test Automation

S¢'

Cucumboer

9

appium

/

JMeter

Container

&

docker

@

Rocket

Orchestration

kubernetes|

Sunik|

b “cocie o
SWARY

Deployment | Measurement
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sumologic
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)\ DBmaestro]
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Beanstalk
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ChatOps
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Continuous Integration/Continuous Delivery



Large-scale, complex, cross-layer,
dynamic system’ s digitalized
running status = monitoring data

Anomaly

Propagation '
Alert 5
{

Graph
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Diverse Metrics and Their Diverse Anomalies

Time series algorithms are needed tcg parse and make sense of metrics data
(5) "Detect too rapid a change

10K 20K
8K
15K i
6K
10K
aK
5K
2
— — - 0
0 06:00 12:00 18:00 11Jan 06:00 12:00 18:00 12 Jan 06:00 12:00 18:00 24 Jan 06:00 12:00 18:00 25 Jan 06:00 12:00 18:00 26Jan  06:00 12:00 18:00 27 Jan 06:00 12:00 18:00

(1) Seasonal metrics

(2) Periodicity shift (6) Detect the lack of seasonality.
MMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMM ’J L1l 1||[’l ‘ ‘ JH‘ l ‘ | ‘M ‘ ‘ | ‘ ‘m'm' ‘ ‘ ‘ QIDM ‘ | ’H ‘ | l MII‘ [J JZELMJ '
_(3) Adopt to holidays (7) Adapt to trend change

0000000000000000000000000000000000000000000000000000000

(4) Identify variable metrics and obtain extreme threshold (8) Robust against data loss or interruption
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Hundreds of types of logs in a typical enterprise

NLP techniques are needed to parse and make sense of the log data

2018-10-10 20:53:51,194 [ThgentSocketServer. cpp:121] WARN agent 9995 - Listening Port : 205104

. . Network Logs 2018-10-10 20:53:51,19¢ [RequestHandlerService. cpp:189] WARN agent 9995 - RequestHandlerService::handle_input (ACE_HANDLE=38) .
Appllcatlon IogS 2018-10-10 20:53:51,195 [ResponseCOUNT. cpp:159] INFO agent 9995 - I0: Command (1) INITIALISE PROCESS .
«  Switch 2018-10-10 20:53:51,195 [ResponseCOUNT. cpp:302] INFO agent 9995 - ResponseCOUNT: rc=0.
witc 2018-10-10 20:53:51,199 [ResponseCOUNT. cpp:159] INFO agent 9995 — I0: Command (2) INITIALISE_ROOT
S stem |OgS * Router 2018-10-10 20:53:51,199 [ResponseCOUNT. cpp:302] INFO agent 9995 - ResponseCOUNT: rc=0.
y ° Load Balancer 2018-10-10 20:53:51, 204 [ResponseCOUNT. cpp:159] INFO agent 9995 - I0: Command (3) INITIALISE_THREAD .
« UNIX °
e Linux INFO |WebContainer : 15] - queryForList:IDA_TEMPLATE. LISTDATA_MOST_CLICK.
«  Windows . . INFO [WebContainer : 8] - queryForList:IDA_NOTICE. LISTDATA_BY_USER!
. JVM Secu rlty DeVICe Logs com. teradata. ida. auth. dto. SysUserV082c3d3eldd
. [8/10/18 8:29:31:581 CST] 00000032 SystemQut 0 INFO [WebContainer : 1] - queryForList:IDA TENPLATE_AUTH. findTemplateByRoleld!
*  Firewall DEBUG [WebContainer : 7] - 2018-08-10 08:29:32 DEBUG |CsParamSetAction|sh0wAtomsBygid[Start||start=0|limit=25|page=1|fromIndex=0|toInd|
. IDS INFO [WebContainer : 7] - queryForList:SEG_BIZ_ATOM_DEF. findAtomByRolefndShowAreal
Environment . IPS ’ )
Logs «  WAF
*  Power . EXPLANATION: .
- A/C Channel program ~CS_EDI_S ended abnormally.
Midc;IIe\./.\./are Logs AETIONE
9 DB |O S Look at previous error messages for channel program 'CS_EDI_S° in the errorl
*  Message Queue e Oracle files to determine the cause of the failure. !
’ J\l/ngldo' e DBZ | amgrmrsa. ¢ : 487
. eblogic . -
. Tomca? Informix 08/07/2018 10:14:54 4N - Process{(29670. 329016) User(mgm) Program{amgrmppa).
. h " SQLserver AMQ9513: Maximum number of channels reached. |
Apache - MysSQL .



Software Module Invocation Traces

 Invocation trace: 10s~100s of module-to-module invocations for a unique transaction

« One module failure can manifest itself cross-invocation and cross-transaction

gateway

&L 8,3 @

USER gateway gateway ~  CPU

< Table

DB space
session

S @ % -

gateway DB




TeraBytes of Ops data per day overwhelm Ops engineers

Each offers some clues, but due to complexity and volume,
each is hard to manually analyze, let alone collectively analyze all data sources.

Software module Application Performance

: Invocation Traces - Monitoring
Metrics ™

Free texts T Configs
(tickets, change, manual)

Traffic d ump ”'”%""Social Media



We have no choice but relying on Machine Learning to
extract useful signals out of the Big Ops Data which
have every low signal-to-noise ratio.

*Volume
* Velocity
* Variety
*Value

31



Towards Autonomous IT Operations

Manual and few data

Lots of data but
manual decision

AlOps Platform Enabling Continuous ITOM

Autonomous

Spaceship Avalon: 5000 passengers and 258 crew members in
hibernation. Flying towards Planet Homestead Il, 120-year trip.



AlOps Platform Enabling Continuous ITOM

Big Data

Historical analysis
Logs

Anomaly detection
Vendor-agnostic Metrics VETHIE :
data ingestion Wire data Learning Performance analysis

Document text Correlation and contextualization

3

Act
(automation)

ID: 340492 © 2018 Gartner, Inc.



Brain for IT Operations

Action Automated Software using hard-coded logic
! Brain for IT Operations :
1 1
: Decision Algorithm ( using realtime monitoring data and knowledge graph to make decision) i
! 1
i Failure Discovery Failure Localization Failure Mitigation Failure Avoidance |
1 n !
: KPI Anomaly Pulti-KP1 An:TaiI:: g mutidimensional S et Failover bottleneck capacity '
: Detection g:tc;::;iac% Lohcl:lali:ation If::a“zath:‘y derlzllcl,g:::im evaluation report prediction E
1 1
! Trace - . 1
1 Log Anomaly Cha“?‘:'r:‘:”‘ed Trace Anomaly Elastic Rat Fal!ur.e change risk !
: Detection Il)\:tzmia:){\ ll)\etecticlxu Localization Sizi ng Limai'tleng prediction evaluation E
! 1
Py 2= 2 eeeeee Ly eeeeee 0 0 seeeee 1 - eeeeee 1

° ° 1

Decision ! —————— . . |
! Ops Knowledge graph (Mining historical Ops data to construct varies “profiles” ) :
! 1
1 . . oo .
I physical app fault ticket mitigation . . app metric !
. topology topology propagation profiles profiles =Sl profile profile E
! 1
1
\ log pattern failure omen capacity bottleneck trace app health special data| data quality i
! profile profile profile profile profile profile profile profile I
! :
X XX 1
| |
! Unified Ops Data Platform :
| |

P data sources
Monitoring ] o
logs, network, middleware, database, storage, server, application




Outline

* IT Operations (Ops) background
* |Is machine learning necessary for Ops?

* Brief Case Studies

« Impact assessment of software changes (SST, Causal Analysis)
« Anomaly localization for multi-attribute time series (MCTS)

« Data center switch failure prediction (Random Forest)

« Web performance bottleneck identification (Decision Trees)

* Unsupervised Anomaly Detection in Ops
* Lessons Learned
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All case studies are from joint work with Industry Collaborators

00
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HUAWEI Petro China
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China Construction Bank



Data Center Switch Failure Prediction->Preventive Replacement

Problem: Baidu-customized switches intermittently drop/delay packets, causing
performance degrade at the application layer.

Reboot the switch stops the problem for some while.

Question: Can we predict the this problem 2 hours before it happens again? Then
just switch the traffic away from this switch using load balancer and reboot it.

Our solution PreFix: Features that capture omen log sequence + Random Forest.

sysIQgs
/ \ orediction  Precision: 82.15%
o Og 006 \bo ﬁ « Recall: 74.74%
| > « FPR: 3.75%x107°

current failure
moment Joint work with Baidu. Published in SIGMETRICS 2018



Outline

IT Operations (Ops) background
Is machine learning necessary for Ops?

Brief Case Studies

Unsuperwsed Anomaly Detection in Ops
Univariate time series anomaly detection (IMC 2015, WWW 2018, IWQoS 2019,
INFOCOM 2019a, INFOCOM2019b, ISSRE 2018, IPCCC 2018a, IPCCC 2018b,

TSNM 2019)
* Multivariate time series anomaly detection (KDD 2019)

* Log anomaly detection (IWQoS 2017, IJCAI 2019)
Zero-day attack detection

Lessons Learned

38



Unsupervised Anomaly Detection

* Rule-based (e.g. static threshold, regular expression) anomaly
detection does not work

* Labels are in general not available
* Have to be labeled by experts, thus cannot be crowdsourced
* Experts are unwilling to label, even though they are the users of
the tool

* Common idea: somehow capture the “normal” patterns in the
historical data (metrics, logs, HTTP requests), then any new data
points that “deviate” from the normal patterns are considered

“‘anomalous” . 39



Py 1ou (lludplO0@mails.tsinghua.edu.cn)
Metrics (Univariate Time Series) Anomaly Detection

max

Y 3y

min 1 1 ] 1

Mon Tue Wed Thu Fri Sat Sun
Page views (PV) of Baidu

Metrics: A set of performance measures that evaluate the service quality or entity status

Metric anomalous (unexpected) behaviors = Potential failures, bugs, attacks...

Anomaly detection matters: Find anomalous behaviors of the metric curve

—> Diagnose and fix it
- Avoid further influences and revenue losses

40



Diverse Metrics and Their Diverse Anomalies

(1) Seasonal metrics (5) Detect too rapid a change
8K 15K 11
(2) Periodicity shift (6) Detect the lack of seasonality.

0
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

. (3) Adopt to holidays (7) Adapt to trend change

0000000000000000000000000000000000000000000000000000000

(4) Identify variable metrics and obtain extreme threshold (8) Robust against data loss or interruption
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Profiling metrics and then assign appropriate algorithms

Seasonality Length : . _
g acting Assigned Detection
Perioa > - e
Propertie eature Classifiers results

Noise
Properties

Cross Correlation Analysis Shift = -3, Correlation= .81 Buzz: INFOCOM 2019 when
Data 1 is compared to a Data2 that has been shifted back by 3 months. DonUt WWW2018 for nOISES are non'GaUSS|an

smooth time series
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Unsupervised Anomaly Detection via Variational

Auto-Encoder for Seasonal KPIs in Web Applications

Haowen Xu!  Wenxiao Chen' Nengwen Zhao! Zeyan Lit
Jiahao Bu!  Zhihan Li'  Ying Liu®  Youjian Zhao!  Dan Peit
Yang Feng® Jie Chen? Zhaogang Wang? Honglin Qiao?

1 Tsinghua University

2Alibaba Group

April 26, 2018



Existing Methods

. Statistical

— Anomaly detectors based on traditional statistical models
[INFOCOM2012]

« Supervised

— Supervised ensemble learning with above detectors —
Opprentice[IMC2015], EGADS [KDD2015]
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Donut: unsupervised anomaly detection assuming smooth time series

« Arecent past of W data points at time t is called a window at
time t. Donut tries to model the distribution of normal windows by
VAE (Variational Auto Encoder) and find anomalies by likelihood.

 The Variational Autoencoder model:

- Kingma and Welling, Auto-Encoding Variational Bayes, International Conference on Learning
Representations (ICLR) 2014.

- Rezende, Mohamed and Wierstra, Stochastic back-propagation and variational inference in deep
latent Gaussian models. ICML 2014.
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45 Image from: Ward, A. D., Hamarneh, G.: 3D Surface Parameterization Using Manifold Learning for Medial Shape Representation, Conference on Image Processing, Proc. of SPIE Medical Imaging, 2007 7
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Network Structure

Latent Variable z Reconstructed x
K Dimensional W Dimensional
p . Il'z \ Oz
Lmear SoftPlus + e Linear SoftPlus + €
& --|- | 9 K Umts K Units W Units W Units
, 4
! Hidden Layers Hidden Layers
\ fo(x) fo(z)
\§ * J 1\ * J
Sliding Window x ) (" Latent Variable z
. N | W Dimensional ) . KDimensional
(a) VAE General Structure  (b) g4(z|x) of Donut (c) po(x|z) of Donut

o Variational net: qy(z|x) = N (g, 05°1).

@ Generative net: py(z) = N(0,1), pp(x|z) = N (ux, ox>1).

o SoftPlus Trick: o, = SoftPlus[W,,_f4(x) + be,] + €, SoftPlus[a] =
loglexp(a) + 1]. Similar for o. (otherwise, unbounded)

»C'vae — IE‘:p(x) [Eq¢(z|x) [IOgPO(X‘Z)] — KL [Q¢(Z|X) H pg(Z)]]



3D Visualization of the Latent Space

'YIYTY Yl'vrvrl Y"YI YYYYY IVT '7' L4 YIVTY Y' YV!’YI YYYYY IYY YYYI L] lr L4 ‘I YYYYI YYYYY IYY
12:00 00:00 12:00 00:00 12:00 12:00 00:00 12:00 00:00 12:00 12:00 00:00 12:00 00:00 12:00

A B C

A B c
Figure 12: 3-d latent space of all three datasets.



AUC

Best F-Score

—log ps (x|z)
po(x|z™1)

Eq, (21x) [log ps(x|z;

»log py(x|z"))

Opprentice B VAE Baseline BN Donut BN Donut-Prior

“Unsupervised KPI Anomaly Detection
Through Variational Auto-Encoder”

Joint work with Alibaba, published in WWW
2018

Accuracy of 0.8~0.9, even better than
supervised approach.



Clustering + Transfer Learning to reduce training overhead

R : | ANAANAARASIARN
Ay . Baseline T e
AT Preprocessing Extraction !
\f\\/\\/\
AN
Raw time
series data Baseline for each curve IWQoS 2018

KPI Clusters |

< Clustering
Cluster centroids \

,,,,,,,,,,,,,,,,,,,,,,,,,,,,

T nronm

New KPI (raw) \

WA\ . | Baseline _ .
—»| Preprocessing —> Extraction » Assignment

Original DONUT [WWW2018] ROCKA+DONUT+KPI-specific threshold

Avg. F-score 0.89 0.88
Total training time (s) 51621 5145
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Outline

IT Operations (Ops) background
Is machine learning necessary for Ops?

Brief Case Studies

Unsuperwsed Anomaly Detection in Ops
Univariate time series anomaly detection (IMC 2015, WWW 2018, IWQoS 2019,
INFOCOM 2019a, INFOCOM2019b, ISSRE 2018, IPCCC 2018a, IPCCC 2018b,

TSNM 2019)
* Multivariate time series anomaly detection (KDD 2019)

* Log anomaly detection (IWQoS 2017, IJCAI 2019)
Zero-day attack detection (INFOCOM 2019)

Lessons Learned
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/eroWall: Detecting Zero-Day Web Attacks
through Encoder-Decoder Recurrent Neural Networks

Ruming Tang*, Zheng Yang*, Zeyan Li*, Weibin Meng*, Haixin Wang",
Qi Li*, Yonggian Sun”, Dan Pei*, Tao Wei", Yanfei Xu" and Yan Liu"

o0
Bai Y&

BE—T fREtFE

*Ti i i i “University of Science #Nankai University, China "Baidu
Tsinghua University, China and Technology Beijing, China Yy

IEEE International Conference on Computer Communications, 27-30 April 2020 // Beijing, China
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WAFs Do Not Capture Zero-Days

* WAFs (Web Application Firewalls) are wildly deployed in
iIndustry, however, such signature-based methods are not
sultable to detect zero-day attacks.

* /Zero-day attacks in general are hard to detect and zero-
day Web attacks are particularly challenging because:

1. have not been previously seen
—> most supervised approaches are inappropriate
. N . . ’ | | | | | || | | | | | ‘
2. can be carnled out.by la single malicious HTT)D ZeroWall
—> contextual information is not helpful I
3. very rare within a large number of Web req  An unsupervised approach, which

—> collective and statistical information are not effe‘ C;fiz);\l’i?'lr: ‘t,glter:‘fzgt:/)élli/t!jne%e\é\iﬁg I:;

\ zero-day Web attack hidden in an

N
\

/

~,  Individual Web request. 7
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What We Want

* WAF detects those
known attacks
effectively.

* filter out known attacks

 ZeroWall detects
unknown attacks
iIgnored by WAF rules.

* report new attack
patterns to operators
and security engineers
to update WAF rules.

X )
Drop Pass
T Match rules I Benign
HTTP -
Not match rules
—»RequeStS > ZeroWall
| I . |
Web Application '
Firewall
Malicious
| Update WAFrule @ Update whitelist

if true positive Lq

if false positive
. » Whitelist

Security Engineer

Figure 1: The workflow of ZeroWall.
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Idea

* HTTP request Is a string
following HTTP, and we
can consider an HTTP
request as one sentence
In the HTTP request
language.

* Most requests are benign,
and malicious requests
are rare.

* Thus, we train a kind of
language model based
on historical logs, to learn
this language from
benign requests.

<
N

Historical
Web Logs

One Request

monolingual
data

.

Traina Language
Model

J

L

L

Can
Understand

Cannot
Understand

Benign

|

Malicious
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Self-Translate Machine

* How to learn this "Hyper-TEXT" language?

* Use Neural Machine Translation model to train a Self-
Translate Machine
* Encode the original request Into one representation
* Then Decode it back

Encoder Decoder
W—I X : Y—: Z——: <{eos>
N I O O
T T T 7T 7 7]
A B C <eos> ~-» W -» X -» Y A
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Self-Translate Machine

DETECT LANGUAGE SPANISH ENGLISH FRENCH v Ping ENGLISH SPANISH ARABIC v
The weather today is really good. X El clima hoy es muy bueno. w Self tra nS|at|On WOI’kS We” for
normal sentences
Google Translate
X Text B Documents
DETECT LANGUAGE ENGLISH SPANISH FRENCH v Piag SPANISH ENGLISH ARABIC v
El clima hoy es muy bueno. X The weather today is very good. w
DETECT LANGUAGE SPANISH ENGLISH FRENCH v g ENGLISH SPANISH ARABIC v

Output deviates significantly from
the input, when the input is a
sentence not previously seen in the
training dataset of the self-translation
models.

La insercién del clima hoy es eliminar realmente
buena evaluacién.

The weather inject today insert is delete really good X

eval.
| < [am] & translate.google.com ]
Google Translate
Hn Text B Documents
DETECT LANGUAGE ENGLISH SPANISH FRENCH v & SPANISH ENGLISH ARABIC v
La insercién del clima hoy es eliminar realmente X The insertion of the weather today is to eliminate

buena evaluacion. really good evaluation.

A

)4

=4
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Self-Translate Machine

* Translation Quality =2
Anomaly Score

One Request

* How to quantify the self- N - ~
translation quality (anomaly oo [T | self-Transate
score)? Web Logs | Machine
- Use machine translation . ) . y,
metrics :. ¢ ¢

| Good Bad
| 2 ammonwy f Translation Translation
e . ey | I I
3 —= CHRF_BENIGN . .
04 T CHREAERODAY] Benign Malicious
0.0 “J —4—4 44 ‘.T—’-gi

—— e e e e e e e -

{ An attack detection problem — A machine translation quality assessment problem
o~ -

|
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POST http://m.thepaper.cn/admin_UploadDataHandler.ashx ------
S e | f - T rans | ate d S eguence WebKitFormBoundaryRvkd1dbg3x10JhUH0D\x0AContent-
i Disposition: form-data; name=\x22uploadify\x22;
filename=\x2220170215180046.jpg\x22\x0D\x0A
° 1 1 Content-Type: image/jpeg\x0D\x0A\xOD\x0A
T ra n S I a t I O n Q u a I I ty 9 Original <%eval request(\x22T\x22) %>\x0D\x0A------
A I S Request | "ebKitFormBoundaryRvkd1dbg3x10JhUH\x0D\x0AContent-
n 0 m a y CO re 1 Disposition: form-data;
name=\x22saveFile\x22\x0D\x0A\xOD\xOAt.asp\xOD\x0A ------
9 U Se BLE U daS an exam p | e WebKitFormBoundaryRvkd1dbg3x10JhUH\x0D\xOAContent-
.. Disposition: form-data;
- Malicious Score = 1 — BLEU _Score nan}l)e:\x22Upload\xZ2\x0D\x0A\xOD\xOASubmit Query\xOD\x0A-
----- WebKitFormBoundaryRvkd1dbq3x10JhUH--
: : — _OTHER_ ashx _OTHER _ content disposition form data name
Original POST http://localhost:8980/t1e11da1/Pllbllco/alltelltlcm.]sp uploadify filename _pnum_0_ jpg content type image jpeg eval
Request modo=entrar&login=caria&pwd=egipciaca&remember=off&B1=E Tokenized |tequest onechr OTHER_ content disposition form data name
ntrar _OTHER _ onechr asp _OTHER _ content disposition form data
- _ — _ name upload submit query _OTHER _
tiendal publico autenticar jsp modo entrar login OTHER_ pwd
Tokenized _OTHER_ remember off bl entrar —OTHER— _OTHER_do Php _OTHER_eval
get_magic_quotes_gpc stripslashes _post chr _pnum_0_ chr
_pnum_1_ _postchr _pnum_2_chr_pnum_3+_z0 _pnum_3+_
tiendal publico autenticar jsp modo entrar login _OTHER_ pwd Translated |ini_set display_errors _pnum_3+_ set_time_limit _pnum_3+_
OTHER remember on bl entrar set_magic_quotes_runtime _pnum_3+_ echo onechr dirname
Translated |- - e . .
_server script_filename if onechr onechr dirname _server
path_translated
BLEU |0.8091 Malicious Score |0.1909 BLEU |0 Malicious Score 1.0
| | | | | | | | | | | | | | | | | | | | | | | \
( An attack detection problem — A machine translation quality assessment problem |

\______________________—
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o
Real-time: Does not
HTTP | Match
Requests| rule

ZeroWall Worktlow

Does not Historical
Match rules HTTP Token Encode Sequence  /Decoder Recoveled
Request Logs Token Parser Sequence Vector Se(?ue%lce
(Allowed by

WAF) Training Model

Offline Periodic Retraining |

Token
Sequence

Real-time Not in

HTTP Similarity Whiteli
- : . utelist
Requests Token Parser En“;l:tlwlzsl?dﬂ Comparison i
S N I - (Allowed Anomaly Detection
| Web Application by WAF) v

<

i Firewall / Recol}/ered / T Whitelist

Token
Sequence /

|
! I
| Add new WAF rules base on true zero-day Web attacks

* Offline Periodic Retraining
* Build and update vocabulary and re-train the model

* Online Detection
* Detect anomalies In real-time requests for manual investigation
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Real-World Deployment

* Data Trace:
* 8 real world trace from an Internet company.
* Over 1.4 billion requests in a week.
* QOverview
* Captured 28 different types of zero-day attacks, which contribute to 10K of zero-day

attack requests in total.

* False positives: 0~6 per day

# D-1 D-2 D-3 D-4 D-5 D-6 D-7 D-8| Total
Malicious* 51839 186066 19515 53394 33724 2136811 42088623 90982519 135552491
Zero-Day 25 1118 283 4209 1188 2003 49011 83746 141583
Benign 1576235 3142793 13572827 15618518 31718124 177993528 528158912 534048878 | 1305829815
Total 1628099 3329977 13592625 15676121 31753036 180132342 570296546 625115143 | 1441523889
B2M® 30.4 16.9 695.5 2925 940.5 83.3 12.5 59 9.6
B2z 63049.4 2811.1 47960.5 3710.7 26698.8 88863.5 10776.3 6377.0 9223.1

* Known malicious filtered by WAF. (1) Ratio of Benign to Malicious (in WAF); (2) Ratio of Benign to Zero-Day
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A /ero-Day Case

* These attack Is detected by ZeroWall, CNN and RNN.
* WAF are usually based on keywords, e.g., eval, request,

select and execute.
 ZeroWall is based on the

‘understanding” of benign

requests. The structure of this zero-day attack request Is
more like a programming language.

se archword=d&order=}{end if} {if:1)print_r(
$_POST[func]($_POST[cmd]));// }
{end if } &func=assert&cmd=phpinfo();

Token Sequence: search php searchtype _pnum_0_
_OTHER_ onechr order end if if _pnum_I_

_OTHER_ _post _OTHER_ _post cmd end if _OTHER_
assert cmd phpinfo

1

plus ad_js php aid _pnum_0_ onechr assert _pnum 1 _execute execute
function bd byval onechr for onechr _pnum 2 to len onechr step
_pnum_3+_onechr mid onechr _pnum 3+ _ if isnumeric mid onechr
_pnum_3+_ then execute bd bd chr onechr else execute bd bd chr
onechr mid onechr _pnum 3+ onechr pnum 3+ end if chr
_pnum_3+_next end function response write execute on error resume
next bd _phex 0_ response write response end

preview php OTHER_ php assert OTHER_ onechr

I contains none of WAF keywords |

3 | 1ib _OTHER_ module inc php OTHER_eval OTHER _ onechr class

_OTHER _ onechr phpinfo

cms OTHER_ uploads OTHER php id assert OTHER _eval
base64_decode _post z0 z0 _pbas 0_

myship php cmd eval base64_decode _post z0 z0 _pbas_0_
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summary

* Present a zero-day web attack detection system ZeroWall
* Augmenting existing signature-based WAFs
* Use Encoder-Decoder Network to learn patterns from normal

requests
* Use Self-Translate Machine & BLEU Metric = — — — — &= & = —\
An attack detection problem — A
machine translation quality l
_ , \ assessment problem
* Deployed in the wild S e - _7

* Over 1.4 billion requests

* Captured 28 different types of zero-day attacks (10K of zero-day
attack requests)
Thanks!

o | head '
OW overnea And Questions

Ruming Tang: trml4@mails.tsinghua.edu.cn



Summary: Unsupervised Anomaly Detection in Ops

* Common ldea: somehow capture the “normal” patterns in the historical data, then
any new points that “deviate” from the normal patterns are considered
‘anomalous” .

* Different approaches based on
* Sequence Top-k Prediction (Sequential model such as LSTM/GRU)
* Reconstruction Probability (encoder-decoder)
 “Self-Translation”™ quality (sentence/request level detection)

* A combination of stochastic deep Bayesian model and deterministic RNN model can
help.

* Latent variables help capture the stochasticity
* Connection In latent space can help capture temporal dependency
* Use flows to capture non-Gaussian distributions.



Outline

* IT Operations (Ops) background

* |Is machine learning necessary for Ops?

* Brief Case Studies

* Unsupervised Anomaly Detection in Ops
* Lessons Learned
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Pitfalls: use general ML algorithms as Blackbox
to tackle Ops challenges

Fallure Fallure Fallure Fallure

Discovery Mitigation Repair Avolidance

Huge Gap

General Machine Learning Algorithms

ARIMA, Time Series Decomposition, Holt-Winters, CUSUM, SST,DiD,DBSCAN,
Pearson Correlation, J-Measure, Two-sample test, Apriori, FP-Growth, K-medoids, CLARIONS,

Granger Causality, Logistic Regression, Correlation analysis (event-event, event-time series,
time series-time series) , hierarchical clustering, Decision tree, Random forest, support vector
machine, Monte Carlo Tree search, Marcovian Chain, multi-instance learning, transfer learning,




Lesson 1 : Divide and Conquer instead of Using Black Box

(1) Abundant data

(2) Deterministic information

(3) Complete information

(4) well defined

(5) Single domain

Prof. Bo Zzhang, CAS Fellow

solvable by existing algorithms

Brain: Knowledge Graph Brain: Decision
iinil

e
L 9
QY‘/‘
® 5 0 a
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Various ML algorithms used in AIOps

Semi-supervised Learning Transfer Learning

Unsupervised Reinforcement Learning

Automated Software using hard-coded logic

Brain for IT Operations

KDE, DBSCAN

Decision Algorithm ( using realtime monitoring data and knowledge graph to make decision)

Failure Discovery

Failure Localization

\/AE

Eo_Lion

VAE DBSCAN DTW RLF1

Self-training Transfer Learni
1

LaTULD

NLP DBSCAN

multi-KPI Anomalous mutidimensional
Ie?:gt:gily Anomaly Machine KPI anomaly
Detection Localization localization
Log Anoma|y Trace Change-induced Trace Anomaly
Detection Anomaly Sncmal Localization
Detection Detection

SST, DiD

GOIVIVAL

Failure Mitigation

Failure Avoidance

EVI

automatic Failovér
)RLdeponment N
rollback evaluation
Elastic Rate
0oy O1Zing ., Limiting

bottleneck capacity
report prediction
Failure change risk
prediction evaluation

Ops Knowledge graph (Mining historical Ops data to construct varies

Association Mining —KPI correlation

“profiles” )

physical app F'ﬁiﬁlt’t‘ Corr flatioei&é.’eeal Inferente  mitigation e e ;EE\'HN metric
topology topology propagation profiles profiles profile profile
log paiftern failure omen c%lf)sa/\c.zl’ty bottle[leck tran.e app hgalth special data| data quality
profile profile profile profile profile profile profile profile
NLP DBSCAN

logs, network, middleware, database, storage, server, application

Unified Ops Data Platform

data sources




Lesson 2: From Practice, Into Practice

« 1. Discover challenging problems from Practice (specifically, IT Operations)
« 2. Design ML Algorithms to solve a problem
« 3. Deploy the algorithms in practice. If not working perfectly? go to step 1.

IPCCC 2018 INFOCOM 2019 IPCCC 2018

Univariate tlme SerieS anomaly deteCtiOﬂ Conditional VAE to detect Adversarial Training
seasonality-violating anomalies +VAE
A Spucez

Semi-supervise learning for fast

anomaly detection of new time

o Pmcuples for Success: “The Five Step Process” | Episade 3

LA

Non Tue Wed Fi Sat

5pornr

s 2 PROBLEMS

D » o ”

Statistical methods
(manual algorithm
selection and y
parameter-tuning)

Supervised
Ensemble
learning

”
1 GoaLs

| 4

4 DESIGN

Downlink throughput (normalized)

M_,JI _—LL—"LH_‘_'_‘

||||||||
(a) Location 1

% 3 DIAGNOSIS

IMC 2015
INFOCOM 2012 WW\LZooe

Paper



Lesson 3 : As little labeling as possible

In sharp contrast with computer vision, labeling in Ops cannot be crowdsourced.

Although the users are themselves experts who can label, their preferences are still in
this order:

Unsupervised approaches
Unsupervised approaches + active learning

Semi-supervised approaches; supervised approaches +transfer learning

W N+

Supervised approaches
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Lesson 4: it really takes time and community efforts
to solve real-world IT Operations problems

"‘Most people overestimate
what they can do In one year
and underestimate what they
can do In ten years.”

-- Bill Gates
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AlOps Challenge (http://iops.ai) to bring together community members

1st AIOps Challenge: time series anomaly detection. Published labeled data from 5 Internet
companies. More than 50 teams participated. Papers based on these data were published in KDD,
IWQoS, etc.

2nd AIOps Challenge: multi-attribute time series anomaly localization. Published data from an
Internet company. More than 60 teams participated.

3rd AIOps Challenge: Realtime anomaly detection and localization on a large-scale testbed with
replayed real data.




AlIOps Course (in English) at Tsinghua:

with literature collected and

Tutorial; TSD;

2. ANM website

. N 4. Introduction to Visualization
Week2: Visualization 3
X : Assignment 1
3. Storytelling with Visualization —
1. SIGCOMM 2011 Case Stud:! 2
2. Correlation and, Re;ression 1 Week 3: Correlation

Anomaly Detection (I)
—

1. Introduction to the course (

] . ) 3. Brief Introduction to assignments
Week1: Introduction
2. Introduction to AlOps Y ) and projects

1. Student Self-Introduction

4. Information Gain

5. Decision Trees

\ 6. SIGCOMM 2013 Case Study
3. Internet Basics
7. Feature Selection
1. Accuracy_CV_Overittin, ( ) ) R
e e \Week 4: Time Series and its 3. RandomForest
2. Time series algorithms

4. Case study: Qpprentice

1. Project Introduction.

2. Time-Series Anomaly Detection
Service at Microsoft

3. Deee Learning
Week 5: Time Series

Anomaly Detection (Il 4. Deep Generative Model

1. Monte Carlo Tree Search

2. Anomaly Localization in multi-
attribute KPIs: Case Study 1:
HotSpot

3.Anomaly Localization in multi-

attribute KPIs: Case Study 2:
Squeeze

1. Microservice Tutorial
2. Deep Sequence Learning

73

Week 7: Trace Anomaly
Detection and Localization

— 5. Case study: Donut

4. Anomaly Localization in multiple

Week 6: KPl Anomaly KPlIs: case study1 FluxRank

Localization 5. Anomaly Localization in multiple
\ KPIs: case study 2: Explainit

- 3. case study: LSTM+VAE for Trace
Anomaly Detection

4. case study: Multimodal Deep
) Learning for Trace Anomaly
~— Detection

sorted by AIOps topics

1. Learning from text

( 4. Case study: FT-Tree
Week 8: Log Parsing and
Anomaly Detection (I)

2.Similarity

5. Case Study: LogParsing DSN 2016

o 6. Qianyy: Assignment 2 Introduction
1. Case Study: Log Anomaly
Detection (ISSRE 2016) s N\
2. PCA Week 9&10: Log Parsing 6. Case study: DeepLog |
e and Anomaly Detection (Il) 7. Case study: LogAnomaly (Weibin)
— J
4.Lo i\stlc Re Iressmn /

1. Quick Overview of Event
Prediction case studies.

Week 11:Event Prediction M

B — 3. GBDT

4. Transfer Learning

1. CNN

P —
Week 12. Incident 2. tutorials on Tickets, Triage, PostMoterm
) 3. case study: ticket representation and ticket
Mangement P resolution recommendation (KDD 2017

4. case sludx: Incident Triage (ASE 2019)

Week 13: Resource
Management

3. Case study: Decima:

DeepRL
+ Graph Neural Network

1. Data-Driven Securit
2. UEBA tutorial

3: case study: Kitsune attack detection with stacked

auto encoder

Week 14. Security L

4. Machine Translation and Case
study: Oday attack detection with
machine translation (Guest Lecture)



http://course.aiops.org/

Summary

* Al for IT Operations (AlOps) is an interdisciplinary research field between
Machine Learning and Systems/Networking/Software Engineering/Security

AlOps will be a foundational technology in the increasingly digitalized world

Many deep and challenging research problems to be solved in AlOps

 Lessons learned so far:

* Divide and conquer instead of using black box
* From practice, into practice
* As little labeling as possible

* Community efforts are needed to solve AlOps problems
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Thanks !

it % 4 % | NINetMan



