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What are AI, Machine Learning and Deep Learning?
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• Finance
• Education
• TMT
• Medical & Health
• Automobile
• Manufacturing

Industries being changed by AI
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https://youtu.be/nBs3K0bsxyc

https://youtu.be/nBs3K0bsxyc
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Predictive Maintenance
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Machine Learning is a high-level programming language

Success in specific application scenario in specific area in specific industry:
quality assurance in manufacturing industry

(Play video)

Steel Industry Wood Floor
Tobacco Leaf 8K video monitoring of

the production line

Traditional programming language:
hard-coded logic

Machine learning as a programming language
hard-coded logic + fuzzy logic learned from data
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The capability boundary of current AI technologies

AI is good at solving problems that satisfy the

following five conditions simultaneously:

（1）With abundant data or knowledge

（2）With deterministic Information

（3）With complete Information

（4）Well-defined

（5）Single-domain or limited-domain

——CAS Fellow, Prof Bo Zhang



Why success only in specific application scenario in
specific area in specific industry?

Specific 
Scenario

Industry AI
AI

Applications

Industry people 
familiar with scenario 
and industry

Algorithm people familiar
with general AI,
but not specific industry 
or specific scenario

Traditional programming language:
hard-coded logic

Machine learning as a programming language
hard-coded logic + fuzzy logic learned from data



Huge Gap

Pitfalls: use ML algorithms as Blackbox to 
tackle a specific scenario in a specific industry

a specific scenario in a specific industry

General Machine Learning Algorithms
ARIMA, Time Series Decomposition, Holt-Winters, CUSUM, SST,DiD,DBSCAN, 

Pearson Correlation，J-Measure, Two-sample test, Apriori, FP-Growth, K-medoids, CLARIONS, 
Granger Causality, Logistic Regression,  Correlation analysis (event-event, event-time series, 

time series-time series) , hierarchical clustering、Decision tree, Random forest, support vector 
machine, Monte Carlo Tree search,  Marcovian Chain,  multi-instance learning, transfer learning, 

CNN, RNN ,VAE, GAN, NLP



IT Operations: one of the technology foundations of the 

increasingly digitalized world



Failure
localized

A real case in a global top bank: 
labor-intensive, stressful, and ineffective

Realized there was
a failure when

customers called

10:20 large number of
transaction failures

10:45

11:10

Manual

30 Engineers involved

10:21 automatically detected the failure

10:23 automatically localized the failure

Replayed the data with our ML-
based failure discovery and 

localization algorithms

Failure mitigation 
time reduced by 90%

Failure discovery: 25mins after the failure happened
Failure localization: 25mins after failure discovery
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Autonomous IT Operations:
use machine learning to automatically deal with
all causes of changes to IT systems

Software & hardware failures Automatic Healing

Software changes Autonomous software deployment

Traffic load changes Automatic Elastic Resource Allocation

Malicious attacks Autonomous Defense
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“In addition to control plane and data plane, Internet needs an AI-based knowledge plane”
--- Dave Clark in his SIGCOMM 2003 paper.



Industry opinions on machine learning’s role in IT operations
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“AI is the most important tool for managing 
the networks.

Huawei CEO Ren Zhengfei: Jeff Dean Head of AI, Google:

“We can (use AI to) improve everywhere in a 
system that have tunable parameters or heuristics”
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Valued at 29 Billion USDValued at 91 Billion USD

Valued at 9 Billion USD

Some IT Operations Companies

Valued at 11 Billion USD Valued at 27 Billion USD

All collect IT Operations data and offer AIOps (AI for IT Operations) productions
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Outline

• IT Operations (Ops) background
• Is machine learning necessary for Ops?
• Brief Case Studies
• Unsupervised Anomaly Detection in Ops
• Lessons Learned



Complex Edge Networks



Complex and Evolving Data Center Hardwares
10s of thousands of servers Frequent topology changes



Application dependency atTaobao (largest online shopping website in China) in 2012

Complex Software Module Dependences



Evolving Techniques Enable Frequent Software Changes

10s of thousands software/config changes per day in a large company

DevOps Continuous Integration/Continuous Delivery 



App 1 App 2

App 3 App 5
App 4

App 7

App 6
App 8

App 9

Physical 
Network 
Topology

Application 
Dependency

Deployment

KPI 1

KPI 2 KPI 4

KPI 3

KPI 5

KPI 6KPI 7

Metrics 
and Logs KPI 10

KPI 9KPI 8

Anomaly 
Propagation 

Graph

Source

Alert 2

Alert 1

Alert 4

Alert 7

Alert 8

Alert 3

Alert 6

Alert 5
Alert 9

Source

1

2

3

4 5

6

7

User 
Experience

Physical 
Network 
Topology

User KPI1
User KPI2

User KPI3

phone

AP

Desktop

Cellular

access access

Large-scale, complex, cross-layer, 
dynamic system’s digitalized 
running status à monitoring data



Diverse Metrics and Their Diverse Anomalies
（1）Seasonal metrics

（2）Periodicity shift

（3）Adopt to holidays

（4）Identify variable metrics and obtain extreme threshold

（5）Detect too rapid a change

（6）Detect the lack of seasonality. 

（7）Adapt to trend change

（8）Robust against data loss or interruption

Time series algorithms are needed to parse and make sense of metrics data



Application logs
Network Logs

DB logs

System logs

Middleware Logs

Environment 
Logs

• Oracle
• DB2
• Informix
• SQLServer
• MySQL
• …

• Message Queue
• Tuxedo
• Weblogic
• Tomcat
• Apache
• …

• Switch
• Router
• Load Balancer
• …• UNIX

• Linux
• Windows
• JVM
• …

• Power
• A/C
• …

Hundreds of types of logs in a typical enterprise

Security Device Logs

• Firewall
• IDS
• IPS
• WAF
• …

NLP techniques are needed to parse and make sense of  the log data



Software Module Invocation Traces

8,3
99

USER gateway

gateway

gateway

gateway

DB

DB

DB

DB

7,028

CPU

I/O

Table
space
session

……

• Invocation trace: 10s~100s of module-to-module invocations for a unique transaction

• One module failure can manifest itself cross-invocation and cross-transaction



TeraBytes of Ops data per day overwhelm Ops engineers 

Metrics

Logs Alerts

Software module 
Invocation Traces

Traffic dump

Application Performance
Monitoring

Probing

Free texts
（tickets, change, manual）

Social Media

Configs

Each offers some clues, but due to complexity and volume,
each is hard to manually analyze, let alone collectively analyze all data sources.



•Volume
•Velocity
•Variety
•Value
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We have no choice but relying on Machine Learning to 
extract useful signals out of the Big Ops Data which 
have every low signal-to-noise ratio.



Towards Autonomous IT Operations

Manual and few data

Lots of data but
manual decision

Autonomous 

Spaceship Avalon: 5000 passengers and 258 crew members in 
hibernation. Flying towards Planet Homestead II, 120-year trip.
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Brain for IT Operations

Decision Algorithm（using realtime monitoring data and knowledge graph to make decision)

Brain for IT Operations

data sources

Unified Ops Data Platform

Ops Knowledge graph (Mining historical Ops data to construct varies “profiles”)

Failure Discovery
KPI Anomaly 

Detection

multi-KPI 
Anomaly 
Detection

Log Anomaly 
Detection

Trace 
Anomaly 
Detection

Failure Localization
Anomalous 

Machine 
Localization

mutidimensional
KPI anomaly 
localization

Change-induced 
Anomaly 
Detection

Trace Anomaly 
Localization

physical 
topology

app
topology

fault
propagation

ticket 
profiles

mitigation
profiles script profile

Failure Avoidance
bottleneck 

report

change risk 
evaluation

Failure 
prediction

capacity 
prediction

…… …… ……

…

Automated Software using hard-coded logic

Failure Mitigation
automatic 

deployment 
rollback

Failover 
evaluation

Elastic 
Sizing

……

app
profile

metric 
profile

log pattern 
profile

failure omen 
profile

capacity 
profile

bottleneck
profile

trace 
profile

app health 
profile

special data 
profile

data quality 
profile

Rate 
Limiting

logs, network, middleware, database, storage, server, application
Monitoring

Decision

Action
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Outline

• IT Operations (Ops) background
• Is machine learning necessary for Ops?
• Brief Case Studies

• Impact assessment of software changes (SST, Causal Analysis)
• Anomaly localization for multi-attribute time series (MCTS)
• Data center switch failure prediction (Random Forest)
• Web performance bottleneck identification (Decision Trees)

• Unsupervised Anomaly Detection in Ops
• Lessons Learned



All case studies are from joint work with Industry Collaborators



Data Center Switch Failure Prediction->Preventive Replacement

当前时刻 故障

预测

测量数据

• Precision: 82.15%
• Recall: 74.74%
• FPR: 3.75×10!"

syslogs

prediction

failurecurrent 
moment

Problem: Baidu-customized switches intermittently drop/delay packets, causing
performance degrade at the application layer.

Reboot the switch stops the problem for some while.

Question: Can we predict the this problem 2 hours before it happens again? Then
just switch the traffic away from this switch using load balancer and reboot it.

Our solution PreFix: Features that capture omen log sequence + Random Forest.

Joint work with Baidu. Published in SIGMETRICS 2018
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Outline

• IT Operations (Ops) background
• Is machine learning necessary for Ops?
• Brief Case Studies
• Unsupervised Anomaly Detection in Ops

• Univariate time series anomaly detection (IMC 2015, WWW 2018, IWQoS 2019, 
INFOCOM 2019a, INFOCOM2019b, ISSRE 2018, IPCCC 2018a, IPCCC 2018b, 
TSNM 2019)

• Multivariate time series anomaly detection (KDD 2019)
• Log anomaly detection (IWQoS 2017, IJCAI 2019)
• Zero-day attack detection 

• Lessons Learned
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Unsupervised Anomaly Detection 

• Rule-based (e.g. static threshold, regular expression) anomaly 
detection does not work

• Labels are in general not available
• Have to be labeled by experts, thus cannot be crowdsourced
• Experts are unwilling to label, even though they are the users of 

the tool

• Common idea: somehow capture the“normal” patterns  in the 
historical data (metrics, logs, HTTP requests), then any new data 
points that “deviate” from the normal patterns are considered 
“anomalous”.



Metrics (Univariate Time Series) Anomaly Detection
2020/9/16Dapeng Liu (liudp10@mails.tsinghua.edu.cn)

Metrics: A set of performance measures that evaluate the service quality or entity status

Page views (PV) of Baidu

Metric anomalous (unexpected) behaviors à Potential failures, bugs, attacks...

Anomaly detection matters: Find anomalous behaviors of the metric curve
à Diagnose and fix it
à Avoid further influences and revenue losses
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Diverse Metrics and Their Diverse Anomalies
（1）Seasonal metrics

（2）Periodicity shift

（3）Adopt to holidays

（4）Identify variable metrics and obtain extreme threshold

（5）Detect too rapid a change

（6）Detect the lack of seasonality. 

（7）Adapt to trend change

（8）Robust against data loss or interruption



Profiling metrics and then assign appropriate algorithms 

检测器检测器Mining
Properties

Extracting 
Features

Seasonality Length

Noise 
Properties

Periodicity shiftMetrics
Assigned
Classifiers

Detection 
results

Donut: WWW2018 for 
smooth time series
with Gaussian noises

Buzz: INFOCOM 2019 when
noises are non-Gaussian

ROCKA:  use cluster centroid’s trained model
IWQOS 2018

……
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Existing Methods

n Statistical
– Anomaly detectors based on traditional statistical models 

[INFOCOM2012]
n Supervised 

– Supervised ensemble learning with above detectors –
Opprentice[IMC2015], EGADS [KDD2015]

44



Donut: unsupervised anomaly detection assuming smooth time series

n A recent past of W data points at time t is called a window at 
time t. Donut tries to model the distribution of normal windows by 
VAE (Variational Auto Encoder) and find anomalies by likelihood. 
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3D Visualization of the Latent Space
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“Unsupervised KPI Anomaly Detection
Through Variational Auto-Encoder”

Joint work with Alibaba, published in WWW 
2018

Accuracy of  0.8~0.9，even better than 
supervised approach.
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Clustering + Transfer Learning to reduce training overhead

Original DONUT [WWW2018] ROCKA+DONUT+KPI-specific threshold

Avg. F-score 0.89 0.88

Total training time (s) 51621 5145

IWQoS 2018
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Outline

• IT Operations (Ops) background
• Is machine learning necessary for Ops?
• Brief Case Studies
• Unsupervised Anomaly Detection in Ops

• Univariate time series anomaly detection (IMC 2015, WWW 2018, IWQoS 2019, 
INFOCOM 2019a, INFOCOM2019b, ISSRE 2018, IPCCC 2018a, IPCCC 2018b, 
TSNM 2019)

• Multivariate time series anomaly detection (KDD 2019)
• Log anomaly detection (IWQoS 2017, IJCAI 2019)
• Zero-day attack detection (INFOCOM 2019)

• Lessons Learned



ZeroWall: Detecting Zero-Day Web Attacks
through Encoder-Decoder Recurrent Neural Networks

IEEE International Conference on Computer Communications, 27-30 April 2020 // Beijing, China

*Tsinghua University, China

Ruming Tang*, Zheng Yang*, Zeyan Li*, Weibin Meng*, Haixin Wang+, 
Qi Li*, Yongqian Sun#, Dan Pei*, Tao Wei^, Yanfei Xu^ and Yan Liu^

+ University of Science 
and Technology Beijing, China

#Nankai University, China ^Baidu



• WAFs (Web Application Firewalls) are wildly deployed in 
industry, however, such signature-based methods are not 
suitable to detect zero-day attacks.

• Zero-day attacks in general are hard to detect and zero-
day Web attacks are particularly challenging because:
1. have not been previously seen
à most supervised approaches are inappropriate

2. can be carried out by a single malicious HTTP request
à contextual information is not helpful

3. very rare within a large number of Web requests
à collective and statistical information are not effective

WAFs Do Not Capture Zero-Days
53

ZeroWall

An unsupervised approach, which 
can work with an existing WAF in 
pipeline, to effectively detecting a 
zero-day Web attack hidden in an 

individual Web request.



• WAF detects those 
known attacks 
effectively.

• filter out known attacks

• ZeroWall detects 
unknown attacks 
ignored by WAF rules.

• report new attack 
patterns to operators 
and security engineers 
to update WAF rules.
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What We Want



• HTTP request is a string
following HTTP, and we 
can consider an HTTP 
request as one sentence
in the HTTP request 
language.

• Most requests are benign, 
and malicious requests 
are rare.

• Thus, we train a kind of 
language model based 
on historical logs, to learn 
this language from 
benign requests.

55

Idea

Language 
Model

Historical
Web Logs

One Request

Can 
Understand

Benign

Cannot 
Understand

Malicious

Train

monolingual 
data



• How to learn this “Hyper-TEXT” language?

• Use Neural Machine Translation model to train a Self-
Translate Machine

• Encode the original request into one representation
• Then Decode it back

56

Self-Translate Machine
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Self-Translate Machine

Self-translation works well for
normal sentences

Output deviates significantly from
the input, when the input is a
sentence not previously seen in the
training dataset of the self-translation
models.



• Translation Quality à
Anomaly Score

• How to quantify the self-
translation quality (anomaly 
score)?
à Use machine translation 
metrics
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Self-Translate Machine

An attack detection problem → A machine translation quality assessment problem

Self-Translate 
Machine

Historical
Web Logs

One Request

Good 
Translation

Benign

Bad 
Translation

Malicious

Train



59

Self-Translated Sequence

Tokenized

Tokenized

Translated

Translated

An attack detection problem → A machine translation quality assessment problem

• Translation Quality à
Anomaly Score
à Use BLEU as an example
à Malicious Score = 1 − 𝐵𝐿𝐸𝑈_𝑆𝑐𝑜𝑟𝑒



• Offline Periodic Retraining
• Build and update vocabulary and re-train the model

• Online Detection
• Detect anomalies in real-time requests for manual investigation
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ZeroWall Workflow



• Data Trace:
• 8 real world trace from an Internet company.
• Over 1.4 billion requests in a week.

• Overview
• Captured 28 different types of zero-day attacks, which contribute to 10K of zero-day 

attack requests in total.
• False positives: 0~6 per day
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Real-World Deployment

# D-1 D-2 D-3 D-4 D-5 D-6 D-7 D-8 Total
Malicious* 51839 186066 19515 53394 33724 2136811 42088623 90982519 135552491

Zero-Day 25 1118 283 4209 1188 2003 49011 83746 141583

Benign 1576235 3142793 13572827 15618518 31718124 177993528 528158912 534048878 1305829815

Total 1628099 3329977 13592625 15676121 31753036 180132342 570296546 625115143 1441523889

B2M(1) 30.4 16.9 695.5 292.5 940.5 83.3 12.5 5.9 9.6

B2Z(2) 63049.4 2811.1 47960.5 3710.7 26698.8 88863.5 10776.3 6377.0 9223.1

* Known malicious filtered by WAF.  (1) Ratio of Benign to Malicious (in WAF); (2) Ratio of Benign to Zero-Day



• These attack is detected by ZeroWall, CNN and RNN.
• WAF are usually based on keywords, e.g., eval, request, 

select and execute.
• ZeroWall is based on the “understanding” of benign 

requests. The structure of this zero-day attack request is 
more like a programming language.
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A Zero-Day Case

contains none of WAF keywords



• Present a zero-day web attack detection system ZeroWall
• Augmenting existing signature-based WAFs
• Use Encoder-Decoder Network to learn patterns from normal 

requests
• Use Self-Translate Machine & BLEU Metric

• Deployed in the wild
• Over 1.4 billion requests
• Captured 28 different types of zero-day attacks (10K of zero-day 

attack requests)
• Low overhead
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Summary

An attack detection problem → A 
machine translation quality 

assessment problem

Thanks! 
And Questions

Ruming Tang: trm14@mails.tsinghua.edu.cn



Summary:  Unsupervised Anomaly Detection in Ops
• Common Idea: somehow capture the“normal” patterns  in the historical data, then 

any new points that “deviate” from the normal patterns are considered 
“anomalous”.

• Different approaches based on
• Sequence Top-k Prediction (Sequential model such as LSTM/GRU)
• Reconstruction Probability (encoder-decoder)
• “Self-Translation” quality (sentence/request level detection)
• …

• A combination of stochastic deep Bayesian model and deterministic RNN model can 
help.

• Latent variables help capture the stochasticity
• Connection in latent space can help capture temporal dependency
• Use flows to capture non-Gaussian distributions.
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Outline

• IT Operations (Ops) background
• Is machine learning necessary for Ops?
• Brief Case Studies
• Unsupervised Anomaly Detection in Ops
• Lessons Learned



Huge Gap

Pitfalls: use general ML algorithms as Blackbox 
to tackle Ops challenges

Failure 
Discovery

Failure 
Mitigation

Failure 
Repair

Failure 
Avoidance

General Machine Learning Algorithms
ARIMA, Time Series Decomposition, Holt-Winters, CUSUM, SST,DiD,DBSCAN, 

Pearson Correlation，J-Measure, Two-sample test, Apriori, FP-Growth, K-medoids, CLARIONS, 
Granger Causality, Logistic Regression,  Correlation analysis (event-event, event-time series, 

time series-time series) , hierarchical clustering，Decision tree, Random forest, support vector 
machine, Monte Carlo Tree search,  Marcovian Chain,  multi-instance learning, transfer learning, 

CNN, RNN ,VAE, GAN, NLP
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Lesson 1：Divide and Conquer instead of Using Black Box

手
Brain: Knowledge Graph Brain: Decision

Eye:
Monitoring
data

Hand：Automated
Software with Hard-
code logic

These two types of modules must be
solvable by existing ML algorithms

（1）Abundant data
(2)   Deterministic information

（3）Complete information
（4）Well defined
（5）Single domain

——Prof. Bo Zhang, CAS Fellow



Decision Algorithm（using realtime monitoring data and knowledge graph to make decision)

Brain for IT Operations

data sources

Unified Ops Data Platform

Ops Knowledge graph (Mining historical Ops data to construct varies “profiles”)

Failure Discovery
KPI Anomaly 

Detection

multi-KPI 
Anomaly 
Detection

Log Anomaly 
Detection

Trace 
Anomaly 
Detection

Failure Localization
Anomalous 

Machine 
Localization

mutidimensional
KPI anomaly 
localization

Change-induced 
Anomaly 
Detection

Trace Anomaly 
Localization

physical 
topology

app
topology

fault
propagation

ticket 
profiles

mitigation
profiles script profile

Failure Avoidance
bottleneck 

report

change risk 
evaluation

Failure 
prediction

capacity 
prediction

…… …… ……

…

Automated Software using hard-coded logic

Failure Mitigation
automatic 

deployment 
rollback

Failover 
evaluation

Elastic 
Sizing

……

app
profile

metric 
profile

log pattern 
profile

failure omen 
profile

capacity 
profile

bottleneck
profile

trace 
profile

app health 
profile

special data 
profile

data quality 
profile

Rate 
Limiting

Various ML algorithms used in AIOps

logs, network, middleware, database, storage, server, application

VAE DBSCAN DTW RLF
Self-training Transfer Learning

NLP LSTM DBSCAN

KDE，DBSCAN
Learning to Rank

VAE

GMVAE

E2-UCB Decision 
Tree

Random ForestSST, DiD

EVT

DRL DRL

DRL

LSTM

Unsupervised    Reinforcement Learning    Supervised but with labels      Semi-supervised Learning Transfer Learning

Association Mining –KPI correlation
Fluxation Correlation  Causal Inference

Random Forest XGBoot
DBSCAN

LCS^2

Decision Tree

VAE

NLP LSTM DBSCAN



Statistical methods
（manual algorithm
selection and

parameter-tuning）

Supervised
Ensemble
learning

Unsupervised
Learning (VAE)

Active
Learning

Clustering-
based transfer
learning for
millions of KPIs

Transfer
Learning for
concept drift

INFOCOM 2012
IMC 2015

WWW2018 INFOCOM 2019 IWQOS 2018 ISSRE 2018 Best
Paper

Adversarial Training
+VAE

Conditional VAE to detect 
seasonality-violating anomalies 

Semi-supervise learning for fast
anomaly detection of new time
series

Univariate time series anomaly detection

Lesson 2: From Practice, Into Practice
• 1. Discover challenging problems from Practice (specifically, IT Operations)
• 2. Design ML Algorithms to solve a problem
• 3. Deploy the algorithms in practice. If not working perfectly? go to step 1.

INFOCOM 2019IPCCC 2018 IPCCC 2018
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Lesson 3： As little labeling as possible

In sharp contrast with computer vision, labeling in Ops cannot be crowdsourced.

Although the users are themselves experts who can label,  their preferences are still in 
this order:

1. Unsupervised approaches

2. Unsupervised approaches + active learning

3. Semi-supervised approaches; supervised approaches +transfer learning 

4. Supervised approaches
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“Most people overestimate 
what they can do in one year 
and underestimate what they 
can do in ten years.”

-- Bill Gates

Lesson 4: it really takes time and community efforts
to solve real-world IT Operations problems
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AIOps Challenge (http://iops.ai) to bring together community members

1st AIOps Challenge: time series anomaly detection. Published labeled data from 5 Internet
companies. More than 50 teams participated. Papers based on these data were published in KDD,
IWQoS, etc.

2nd AIOps Challenge: multi-attribute time series anomaly localization. Published data from an
Internet company. More than 60 teams participated.

3rd AIOps Challenge: Realtime anomaly detection and localization on a large-scale testbed with
replayed real data.
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AIOps Course (in English) at Tsinghua: http://course.aiops.org

with literature collected and sorted by AIOps topics

http://course.aiops.org/
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Summary

• AI for IT Operations (AIOps) is an interdisciplinary research field between 
Machine Learning and Systems/Networking/Software Engineering/Security

• AIOps will be a foundational technology in the increasingly digitalized world

• Many deep and challenging research problems to be solved in AIOps

• Lessons learned so far:
• Divide and conquer instead of using black box
• From practice, into practice
• As little labeling as possible

• Community efforts are needed to solve AIOps problems



Thanks！


