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Towards Autonomous IT Operations
through Artificial Intelligence

Dan Pei
Tsinghua University
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IT Operations is one of the technology foundations of the

increasingly digitalized world.
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IT Operations

Responsible for ensuring the digitalized businesses and societies run reliably, efficiently and
safely, despite the inevitable failures of the imperfect underlying hardware and software.

Large & complex Large & complex Large & complex
access network data center application software




A real case in a global top bank:
labor-intensive, stressful, and ineffective

0 Replayed the data with our ML-based failure

discovery and localization algorithms
Manual

10:20 large number of

e \
transaction failures 10:21 automatically detected the fail

10:23 automatically localized the failure

Realized there was

30 Engineers involved a failure when

Failure mitigation time
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Failure discovery: 25mins after the failure happened \
Failure localization: 25mins after failure discovery




Some IT Operations Companies

All collect IT Operations data and started to offer AlOps (Al for IT Operations) products

servicenomw splunk =
Valued at 105 Billion USD Valued at 25 Billion USD
'A sumo logic
dynatrace DATADOG
Valued at Valued at Valued at

11 Billion USD 30 Billion USD 2.7 Billion USD

6



“Internet needs an Al-based knowledge plane”
--- Dave Clark in his SIGCOMM 2003 paper.

A Knowledge Plane for the Internet

David D. Clark*, Craig Partridge®*, J. Christopher Ramming’ and John T.

*M.I.T Lab for Computer Science
200 Technology Square
Cambridge, MA 02139

{ddc,jtw}@Ilcs.mit.edu

ABSTRACT

We propose a new objective for network research: to build a
fundamentally different sort of network that can assemble itself
given high level instructions, reassemble itself as requirements
change., automatically discover when something goes wrong, and
automatically fix a detected problem or explain why it cannot do so.

We further argue that to achieve this goal, it is not sufficient to
improve incrementally on the technigues and algorithms we know
today. Instead, we propose a new construct, the Knowledge Plane, a
pervasive system within the network that builds and maintains high-
level models of what the network is supposed to do, in order to
provide services and advice to other elements of the network. The
knowledge plane is novel in its reliance on the tools of AI and
cognitive systems. We argue that cognitive techniques, rather than
traditional algorithmic approaches, are best suited to meeting the
ies and cc lexity of our objective.

®BBN Technologies TSR
10 Moulton St
Cambridge., MA 02138

craig@bbn.com
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transparent network with rich end-sy
deeply embedded assumption of
administrative structure are critical stre
users when something fails, and high
much manual configuration, diagnosis a

Both user and operator frustrations aris¢
design principle of the Internet—the
with intelligence at the edges [1.2].
without knowing what that data is, or
combination of events is keeping dat
edge may recognize that there is a prob
that something is wrong, because the c
be happening. The edge understands
expected behavior is; the core only de:z
network operator interacts with the core
as per-router configuration of routes ar
for the operator to express, or the netw

From 1981 to 1989, he acted as chief
protocol architect in the development of
the Internet, and chaired Internet
Architecture Board



https://en.wikipedia.org/wiki/Internet
https://en.wikipedia.org/wiki/Internet_Architecture_Board

Industry opinions on Al’ s role in IT operations

Huawei CEO Ren Zhengfei: »% Q)

“Al is the most important tool for managing the networks.
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Jeff Dean Head of Al Google: &
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“We can (use Al to) improve
everywhere in a system that have
tunable parameters or heuristics”

Anywhere We've Punted to a User-Tunable
Performance Option!

Many programs have huge numbers of tunable command-line
flags, usually not changed from their defaults

Anywhere We're Using Heuristics To Make a

Decision!
Compilers: instruction scheduling, register allocation, loop

nest parallelization strategies, .

Networking: TCP window size decisions, backoff for
retransmits, data compression, ...

Operating systems: process scheduling, buffer cache
insertion/replacement, file system prefetching, ...

Job scheduling systems: which tasks/VMs to co-locate on
same machine, which tasks to pre-empt,

ASIC design: physical circuit layout, test case selection,



Outline

* IT Operations (Ops) background
* Is artificial inteligence necessary for Ops?
e Case Study Overview
* Unsupervised Anomaly Detection in Ops
* Lessons Learned



Complex Edge Networks
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Complex and Evolving Data Center Hardwares

10s of thousands of servers
Frequent topology changes

Automation Outcome of >10 years of history, with major
SDN + NFV revisions every six months
Automation Provlslonlng Provisioning
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Complex Software Module Dependences
Application dependency at Uber in 2018

.....
.....



Evolving Techniques Enable Frequent Software Changes,
one major cause of failures

10s of thousands software/config changes per day in a large company
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Anomaly Propagation namic system’s digitalized running
ARG status = monitoring data
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TeraBytes of Ops data per day overwhelm Ops engineers

Each offers some clues, but due to complexity and volume,
each is hard to manually analyze, let alone collectively analyze all data sources.

Software module Application Performance
M etri CS Invocation Traces - Monitoring
Probing

Free texts
(tickets, change, manual)

Traffic dum P * Social Medi



We have no choice but
relying on Artificial
Intelligence to extract
useful signals out of the
Big Ops Data which have
every low signal-to-noise
ratio.

*Volume
*Velocity
*Variety
*Value

We have no choice but
relying on Artificial
Intelligence to incorporate
(expert or mined)
knowledge (topology, call
graph, causal relationship)
to correlate signals.




AlOps Platform Enabling Continuous ITOM

A
“Stoyy
Ca
7R

Vendor-agnostic
data ingestion

1D: 340492

Historical analysis

Logs Anomaly detection
Metrics Machine -
Wire data Learning Performance analysis
Document text Correlation and contextualization

3

Act
(automation)

© 2018 Gartner, Inc.



Towards Autonomous IT Operations

Manual and few data

Lots of data but manual decision

AIOps Platform Enabling Continuous ITOM

Autonomous

Spaceship Avalon: 5000 passengers and 258 crew members in
hibernation. Flying towards Planet Homestead Il, 120-year trip.



Levels of AlOps

RoadMap of AIOps

LEVEL O LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 4 0) LEVEL 5
. manual O . manqal .
trouble partial O e in C) intervention in D
. trouble special special scene
pecial scene
anaIVSIS analysils C) O
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i — Automatic Automatic operations
Ops disposal mitigation O decision C) Jocision O
Root cause
analysis D Automatic Automatic D
Anomaly detection Action Action
Automatic W ETIVE]
scheduling Action O (% O
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Outline

IT Operations (Ops) background
Is artificial intelligence necessary for Ops?
Case Study

* Unsupervised Anomaly Detection in Ops

* Time series anomaly detection (IMC 2015, WWW 2018, IWQoS 2019, INFOCOM 2019a, INFOCOM2019b, ISSRE 2018, IPCCC 2018a,
IPCCC 2018b, TSNM 2019, KDD2019, INFOCOM2021)

* Trace anomaly detection (ISSRE 2020)
* Zero-day attack detection (INFOCOM2020a)

max

* Lessons Learned WW

Mon Tue Wed Thu Fri Sat Sun
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All Case Studies Are From Joint Work with Industry Collaborators
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Diverse Metrics and Their Diverse Anomalies

Time series algorithms are needed to parse and make sense of metrics data

(1) Seasonal metrics (5) Detect too rapid a change
M A : ) il
v‘ \ W ‘ ‘
{ ‘MWM/( \ f \Wm\w"w - 1 \JMW
— J L ~r oo =~ O o weo wm ae eew me0 we e w0 w0 w0 w0 ww 2 e w0 o
(2) Periodicity shift (6) Detect the lack of seasonality.

. (
e K e e e e o e b .
‘ij/AW/WL‘L&L/\’&L/\Nﬁlmb&w\_{l/\xg»{/V\' o mu.’ bl t g bl d

7 Mar oMo  Semoe  osoa  wsoax 2o 20a N N 19Nov

_(3) Adopt to holidays (7) Adapt to trend change
(4) Identify variable metrics and obtain extreme threshold (8) Robust against data loss or interruption




Donut: supervised->unsupervised: smooth KPIs
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Figure 12: 3-d latent space of all three datasets.
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Unsupervised KPI Anomaly Detection Through Variational Auto-
Encoder

WWW2018

Accuracy of 0.8~0.9, even better than supervised approach.

BN Opprentice

B VAE Baseline

BN Donut BN Donut-Prior
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Buzz: Apply Adversarial Training for Non-
Gaussian Noise
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Unsupervised Anomaly Detection for Intricate KPIs via
Adversarial Training of VAE

Wasserste

S

in Distance

Space X

26

INFOCOM 2019

Major ideas

* Wasserstein distance: the distance
between the two probability
distributions

* Partitioning from measure theory.
a powerful and commonly used analysis

method for distribution in measure theory.

* Adversarial Training



Experiment Results MM |
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IWQOS 2018

Clustering + Transfer Learning to Reduce Training Overhead

N\
=7 Baseline
AR — P ing —>|
WATIR reprocessing :
N Extraction

(SN

Raw time
series data Baseline for each curve

KPI Clusters

< Clustering
Cluster centroids \

New KPI (raw) \

W‘ ; Baseline g
\/NN' —»| Preprocessing [—| Extraction Assignment

\4

Original DONUT [WWW2018] ROCKA+DONUT+KPI-specific threshold
Avg. F-score 0.89 0.88
Total training time (s) 51621 5145
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Adapt to Concept Drift

ISSRE 2018 Best Paper concept drift adaption improve anomaly detection F-score by

203% (0.225 to 0.681)

Observation: Old and New Concept Can Be Linearly Fitted

Value A

Expected Concept Drift

Time of
Old Concept e | === New Concept Day

Trend changes 20

' Amphtude changes /,,'/
15
»ww ‘ W“ /

,/(PI Value * 5

- Linear Fit - -
> 0

Time

Mon. Tue. Wed. Thur. Fri.
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Multivariate Time Series Anomaly Detection with

OmniAnomaly (KDD 2019)

Memory Usage

Value Value Value Value Value Value Value Value
T

CPU Load FL o o
Disk Write h
M A . LJ - " .
EILEL Inflow W««”M}' i mew\
UDPout N
TCP timeout A N .

§ 16 } 24

Anomalyl AnomaIyZTi me (hour)
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Model Architecture of OmniAnomaly

(&
<y
(&
<
()

Reconstructed data

GRU cells for capturing temporal dependence

Stochastic cells for modeling data distribution

GRU cells for capturing temporal dependence

Input Sequence data

A good z; can represent x; well regardless
of whether x, is anomalous or not.

Anomaly of

0.1
0.2 0.1

. . . Normal data point
Fig: 3-dimensional z; of x; X

t
When x; is anomalous, its z; can still represent its normal
pattern and x; will be normal too.



Transfer Learning in Latent Space for MTSAD

Training one OmniAnomaly model for each machine costs much time (e.g., 900s for each
machine).

Clustering and fine-tuning could greatly reduce the training time with a limited accuracy loss.

[ Machine ] [ Machine |
g . 1 | 2 7/
KPI1 A/([ Mac3h|ne ] Mac4h|ne OmniAnomaly: one model for one
i . p —— } machine (i.e., 8 models)
: [ Machine ] Machine :
5 6
KPIN i [ Machine ] (" Machine )
L. 7 . T
Cluster 1 Cluster 2 Cluster 3

Lok

models)

32

one model per cluster (i.e., 3

Challenges:

The high dimensionality (N*W) of
multivariate time series with noises
and anomalies.

It’s challenging to cluster on x or make
dimensionality reduction.

Noises and anomalies may mislead the
measurement of distances.



F ra m ewo rk Of M Od el Tra i n i n g 1. Sampling strategies in pre-training:

. Machine entity sample
. Time period sample

2. Feature extraction:

‘A A A A | + zsample

| — \zz2z2] 777] - ... (M)

. - (2z22] [777s] [2222] ! . P

| -_— ez ez i ) 3. Clustering on z distribution:

. Distance: Wasserstein distance
. Clustering: Hierarchical agglomerative clustering
(HAC) algorithm

l Sample from partial machines

N

1. Pre-training the coarse-
grained model

l Model, 4. Fine-tuning fine-grained models:

- . Sampling strategies like 1
2. Feature extraction

l z distributions of M machines

Vs

N

-

N

3. Machine clustering

-

l K clusters

(4. Model transfer: fine-tuning a

. : CTF can reduce the model training time from about two
| fine-grained model per cluster

1 months (0(M - T,,)) to 4.40 hours (O(M - T;) + O(K - T,,)
T TTTTTT T T T m e m e mm s m e m (M »> K, Ty > Tf)) for one hundred thousand machines. It
i { Model, | { Model, | = «s| Model, ‘ ﬁ)cshsleves an F1-Score of 0.830, with only 0.012 performance

Framework of model training



How to do use these algorithms in reality?

Automatically mapping a time series

based on its characteristics to a set
of suitable algorithms, based on Ensemble Learning

Automatically mining

Time Series Characteristics of the time series

human knowledge using suitable
algorithms

Seasonality Length

Periodicity shift




Outline

IT Operations (Ops) background
Is artificial intelligence necessary for Ops?
Case Study

* Unsupervised Anomaly Detection in Ops

* Time series anomaly detection (IMC 2015, WWW 2018, IWQoS 2019, INFOCOM 2019a, INFOCOM2019b, ISSRE 2018, IPCCC 2018a,
IPCCC 2018b, TSNM 2019, KDD2019, INFOCOM2021)

* Trace anomaly detection (ISSRE 2020)
* Zero-day attack detection (INFOCOM2020a)

* Lessons Learned
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Software Module Invocation Traces

+ Invocation trace: 10s~100s of module-to-module invocations for a unique transaction

+ One module failure can manifest itself cross-invocation and cross-transaction

gateway

&
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DB
USER gateway gateway CPU
7,02
S| i
Table
DB space
session
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CH ©
gateway DB



S88834ag
Response time (msec.)

This mandates that response times
and call paths must be unified

<

For a microservice, its response
time is determined by both itself
and its call path

Microservic Call path of microservice s Response time of
es (s, call path) (s, call path)
(msec)
a (a, (start—a)) 222 Microservice e is
b (b, (start—a, a—b)) 209 invoked tWice, with
(c, (start—a, a>b, b—c) ) 4 different response time

d (d, (start—a, a—b, b—c, b—d)) 44

e (e, (start—a, a—b, b—c, b—d, d—e)) 28

e (e, (start—a, a—b, b—c, b—d, d—e, b—e)) 67




Design of TraceAnomaly

TABLE III: Online evaluation results of different approaches on four large online services which contain hundreds of
microservices, whose statistics are shown in Table 1.

Service-1 Service-2 Service-3 Service-4 Overall
(Union of 4 services)

Precision | Recall | Precision [ Recall | Precision [ Recall | Precision | Recall | Precision Recall

Hard-coded Rule 0.910 0.800 0.920 0.792 0.911 0.812 0.930 0.800 0.910 0.804
WFG-based [5] 0.020 0.500 0.012 0.323 0.050 0.410 0.032 0.300 0.031 0.386
DeepLog* [8] 0.270 0.680 0.241 0.560 0.320 0.643 0.302 0.601 0.290 0.628

CPD-based [7] 0.52 0.063 0.43 0.090 0.57 0.110 0.64 0.072 0.531 0.081

CFG-based [6] 0.170 0.610 0.250 0.570 0.102 0.503 0.180 0.630 0.164 0.562

TraceAnomaly 0.980 1.000 0.982 1.000 0.981 1.000 0.973 1.000 0.981 1.000

Offline Training for a service

Posterior Flow

. . (1) (2) (K)
Periodically fi.

. . XL
| Service Trace Vector Unsupervised :f}f‘";g‘.“f:(f: Retrain
: . SN A
Traces Construction Training 500 e !

Linear SoftPlus + € Hidden Layers
)

ho(z

7y

'
L

T

H Hidden Layers

T by (x) Linear SoftPlus + €
'

: 1 iy YO

[Service Trace Vectors x] [ Reconstructed x ]

Online
Detection

Unseen Call Path Anomaly Detection
for a N - _ Likelihood Root Cause
ew -- Whitelist el og Localization
2ce Computation

|
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Service trace vector construction

* Unify response time and call paths of traces in an interpretable way

* Encode the response time and call paths of a trace in a service into a STV
(Service Trace Vector)

Microservic Call path of microservice s
es (s, call path)
a (a, (start—a))
b (b, (start—a, a—b))

(c,

(start—a, a—b, b—c))

e

(d

, (start—a, a—b, b—c, b—d))

(e

, (start—a, a—b, b—c, b—d, d—e))

(e

, (start—a, a—b, b—c, b—d, d—e, b—e))

STV

rt

rt

rt

rt

rt

rt

X X X 4 & % %

The dimension ID of
the STV corresponds
to the call path of
microservice s

The value of the
dimension corresponds
to the response time of

microservice s
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Outline

IT Operations (Ops) background
Is artificial intelligence necessary for Ops?
Case Study

* Unsupervised Anomaly Detection in Ops

* Time series anomaly detection (IMC 2015, WWW 2018, IWQoS 2019, INFOCOM 2019a, INFOCOM2019b, ISSRE 2018, IPCCC 2018a,
IPCCC 2018b, TSNM 2019, KDD2019, INFOCOM2021)

* Trace anomaly detection (ISSRE 2020)
» Zero-day attack detection (INFOCOM2020a)

* Lessons Learned
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Detecting Zero-day Attacks

* WAF detects those | %
known attacks effectively. fo’f’ Pass
« filter out known attacks - htMatch e I B
equests Not match rules
« ZeroWall detects — = P o Zerowan
unknown attacks WebApiicstian
ignored by WAF rules. vt
* report new attack Uplaie WAF e @ Updete il
patterns to operators and e Lq—_. | Whitelist
security engineers to Security Engineer
update WAF rules. Figure 1: The workflow of ZeroWall.



Self-Translate Machine

DETECT LANGUAGE SPANISH ENGLISH FRENCH v g ENGLISH SPANISH ARABIC v
The weather today is really good. X El clima hoy es muy bueno. w Self-translation works for sentences
ranslate.gougle.com
Google Translate
Fp Text B Documents
DETECT LANGUAGE ENGLISH SPANISH FRENCH v & SPANISH ENGLISH ARABIC v
El clima hoy es muy bueno. X The weather today is very good. ¥

Output deviates significantly from the input, when
the input is a sentence not previously seen in the
training dataset of the self-translation models.

DETECT LANGUAGE SPANISH ENGLISH FRENCH v

R ENGLISH SPANISH ARABIC v

The weather inject today insert is delete really good % La insercién del clima hoy es eliminar realmente

eval.
) < ia]
Google Translate
Xy Text B Documents

DETECT LANGUAGE ENGLISH SPANISH FRENCH v

La insercién del clima hoy es eliminar realmente
buena evaluacién.

buena evaluacion.

translate.google.com

- SPANISH ENGLISH ARABIC v

X The insertion of the weather today is to eliminate
really good evaluation.

=4
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ldea

HTTP request is a string
following HTTP, and we can
consider an HTTP request as
one sentence in the HTTP
request language.

Most requests are benign,
and malicious requests are
rare.

* Thus, we train a kind of

language model based on
historical logs, to learn this
language from benign
requests.

One Request

Historical
Web Logs

Language Model

Can Understand Cannot
an Understan Understand
Benign Malicious

Deployed in the wild
Over 1.4 billion requests
Captured 28 different types of zero-day attacks (10K of zero-day attack
requests)
Low overhead
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Summary: Unsupervised Anomaly Detection in Ops

III

Common Idea: somehow capture the“normal” patterns in the historical data, then any new points that
“deviate” from the normal patterns are considered “anomalous”.

Domain specific feature engineering (time series, log, trace, etc.)
Sometimes have to assume non-Gaussian distributions in x-space or z-space
* GAN
* Flows in Z-space
Temporal dependency can be captured in x-space or z-space
Reconstruction-based models are more robust than prediction-based models
Clustering + transfer learning in x-space or z-space help reduce training overhead with little accuracy loss.
Various distance metrics: e.g. Wasserstein distance

Periodic re-training + whitelisting (active learning) for small changes

Transfer learning for concept change.



Outline

* IT Operations (Ops) background
* Is machine learning necessary for Ops?
* Case Study
* Unsupervised Anomaly Detection in Ops

e Llessons Learned
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Lesson 1: From Practice, Into Practice

« 1. Discover challenging problems from Practice (specifically, IT Operations)

« 2. Design Al Algorithms to solve a problem
« 3. Deploy the algorithms in practice. If not working perfectly? go to step 1.

Time series anomaly detection

INFOCOM 2019 |PCCC 2018

IPCCC 2018
Conditional VAE to detect
seasonality-violating anomalies

Adversarial Training

Semi-supervise learning for fast
anomaly detection of new time
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G
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Vol

Principles for Success: “The Five Slep

Statistical methods
(manual algorithm
selection and
parameter-tuning)

INFOCOM 2012

2 PROBLEMS | S oo
,

Supervised
Ensemble
learning

Active
Learning

Unsupervised
Learning (VAE)

IMC 2015 INFOCOM 2019

WwWw2018

3 DIAGNOSIS



Lesson 2: Fully utilize latest Al technologies that enable better machine-human hybrid architecture

1 Unsupervised approaches

2. Unsupervised approaches + transfer learning

3. Unsupervised approaches + active learning

4. Weakly supervised learning (e.g. multi-instance learning, PU Learning)
5. Semi-supervised approaches; supervised approaches +transfer learning
6. Supervised approaches

IPCCC 2018 INFOCOM 2019 IPCCC 2018
Time series anoma |y detection Conditional VAE to detect Adversarial Training Semi-supervise learning for fast
seasonality-violating anomalies +VAE anomaly detection of new time

BTNl

f 1\//‘]/ | ,'r'v‘ﬂ\v""'-,
|

Statistical methods STy Clustering- T £
(manual algorithm En’:amble Unsupervised Active based transfer Lea::?: e;or
selection and il Learning (VAE) Learning learning for g

parameter-tuning) learning millions of KPIs concept drift

IWQOS 2018

(a) Location 1 e

INFOCOM 2012 HMCE0ES WWW2018 INFOCOM 2019

Paper

Multivariate Time Series Transfer Learning for

Anomaly Detection Multivariate Time Series
(VAE+RNN) g Anomaly Detection

KDD 2019 INFOCOM 2021



Pitfalls: use general ML algorithms as Blackbox
to tackle Ops challenges

Failure Failure Failure Failure
Discovery Mitigation Repair Avoidance

General Machine Learning Algorithms

ARIMA, Time Series Decomposition, Holt-Winters, CUSUM, SST,DiD,DBSCAN, Pearson Correlation, J-
Measure, Two-sample test, Apriori, FP-Growth, K-medoids, CLARIONS, Granger Causality, Logistic
Regression, Correlation analysis (event-event, event-time series, time series-time series) ,
hierarchical clustering, Decision tree, Random forest, support vector machine, Monte Carlo Tree
search, Marcovian Chain, multi-instance learning, transfer learning, CNN, RNN ,VAE, GAN, NLP




So far, Al succeeds only in specific application scenario in specific area in
specific industry

Specific
Scenario

Al
Applications

Industry Al

Treat Al as a high-level programming language, to“code” some components

Output of Al-enabled components are probabilistic rather than deterministic



Lesson 3: divide and conquer, design the overall system around each
component’ s known capability and property, and “glue” the components

using “knowledge” Al-enabled
g g ; Knowledge Data
componen
°
Alerts Data o ® o &
. ° o= Al-enabled
Metrics Data : 4 — = i component
o 5] ® © ° =
5]
Trace Data & o ©
¢ % . O o .
Logs Data . & ©
o
°) 5] ° =) °
. . ‘ o o Human
(5] . ® ' u
Hard logic-based component ' © . ° . decision/fee
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e
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NetManAlOps

The public codes and datasets of Tsinghua Netman Lab.

@ Tsinghua University & http://netman.aiops.org

Packages

E

B Repositories 14

People

1 Projects

Grow your team on GitHub

Some Open-Sourced Algorithms from NetMan

https://github.com/netmanaiops

Dismiss

GitHub is home to over 50 million developers working together. Join them to grow your own
development teams, manage permissions, and collaborate on projects.

Pinned repositories

B donut

WWW 2018: Unsupervised Anomaly Detection via
Variational Auto-Encoder for Seasonal KPIs in
Web Applications

@Python  Yr292 % 100

£} OmniAnomaly

KDD 2019: Robust Anomaly Detection for
Multivariate Time Series through Stochastic
Recurrent Neural Network

@Python Y155 % 71

& TraceAnomaly

ISSRE'20: Unsupervised Detection of
Microservice Trace Anomalies through Service-
Level Deep Bayesian Networks

@Python ¥7206 % 40

B LogClass

IWQoS 2018 short paper: Device-agnostic log
anomaly classification with partial labels

@Python Y124 % 38

& LogParse

An adaptive log template extraction toolkit.

@Python ¥ 203 % 31

H Log2vec

A distributed representation method for online
logs.

Roff Y¥63 %11



AIOps Challenge Algorithm Competitions

Datasets: https://github.com/netmanaiops

« 2018 AIOps Challenge: time series anomaly detection. Published labeled data from 5 Internet companies. More than 50 teams participated.
Papers based on these data were published in KDD, IWQoS, etc.

Data Downloadable @ https://github.com/NetManAIOps/KPI-Anomaly-Detection

« 2019 AIOps Challenge: multi-attribute time series anomaly localization. Published data from an Internet company. More than 60 teams
participated.
Data Downloadable @ https://github.com/NetManAIOps/MultiDimension-Localization

« 2020 AIOps Challenge: Anomaly detection and localization in a microservice system. Published data from a telecom company. More than 100
teams participated.
Data Downloadable @ https://github.com/NetManAIOps/AlOps-Challenge-2020-Data

« 2021 AIOps Challenge: Anomaly detection and localization in banking systems. To be published data from two banks. More than 200 teams
participated

2019/E BR AlOpsHk 4 28 12 75 B AlOpsHi i1 &

2019.7.13



https://github.com/NetManAIOps/KPI-Anomaly-Detection
https://github.com/NetManAIOps/MultiDimension-Localization
https://github.com/NetManAIOps/AIOps-Challenge-2020-Data

Summary

Al for IT Operations (AlOps) is an interdisciplinary research field between Al and
Systems/Networking/Software Engineering/Security
* Towards Autonomous IT Operations.

AlOps will be a foundational technology in the increasingly digitalized world

Many deep and challenging research problems to be solved in AlOps

Lessons learned so far:
* Divide and conquer instead of using black box
* Wide range of Al algorithms for AlOps
* From practice, into practice
As little labeling as possible
Problem formulation matters
Utilize as many data sources as possible
Long-term community efforts are needed to solve AlOps problems
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Q&A
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