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What is Model Selection

Given a set of models M = {M;, M5, ..., Mg}, choose the model that is expected
to do the best on the test data. M may consist of:
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Given a set of models M = {M;, M5, ..., Mg}, choose the model that is expected
to do the best on the test data. M may consist of:

@ Same learning model with different complexities or hyperparameters

o Nonlinear Regression: Polynomials with different degrees
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Given a set of models M = {M;, M5, ..., Mg}, choose the model that is expected
to do the best on the test data. M may consist of:

@ Same learning model with different complexities or hyperparameters

o Nonlinear Regression: Polynomials with different degrees
o K-Nearest Neighbors: Different choices of K
@ Decision Trees: Different choices of the number of levels/leaves

@ SVM: Different choices of the misclassification penalty hyperparameter C

¢

Regularized Models: Different choices of the regularization parameter
o Kernel based Methods: Different choices of kernels
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What is Model Selection

Given a set of models M = {M;, M5, ..., Mg}, choose the model that is expected

to do the best on the test data. M may consist of:
@ Same learning model with different complexities or hyperparameters

o Nonlinear Regression: Polynomials with different degrees

@ K-Nearest Neighbors: Different choices of K

@ Decision Trees: Different choices of the number of levels/leaves

@ SVM: Different choices of the misclassification penalty hyperparameter C
o Regularized Models: Different choices of the regularization parameter

o Kernel based Methods: Different choices of kernels

@ .. and almost any learning problem

@ Different learning models (e.g., SVM, KNN, DT, etc.)
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What is Model Selection

Given a set of models M = {M;, M5, ..., Mg}, choose the model that is expected
to do the best on the test data. M may consist of:

@ Same learning model with different complexities or hyperparameters

o Nonlinear Regression: Polynomials with different degrees

@ K-Nearest Neighbors: Different choices of K

@ Decision Trees: Different choices of the number of levels/leaves

@ SVM: Different choices of the misclassification penalty hyperparameter C
o Regularized Models: Different choices of the regularization parameter

o Kernel based Methods: Different choices of kernels

@ .. and almost any learning problem

@ Different learning models (e.g., SVM, KNN, DT, etc.)

Note: Usually considered in supervised learning contexts but unsupervised
learning too faces this issue (e.g., “how many clusters” when doing clustering)
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Held-out Data

@ Set aside a fraction (say 10%-20%) of the training data
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Held-out Data

@ Set aside a fraction (say 10%-20%) of the training data
@ This part becomes our held-out data

o Other names: validation/development data

all the examples

|:| Training Set |:| Held-outlvalidation Set
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Held-out Data

@ Set aside a fraction (say 10%-20%) of the training data
@ This part becomes our held-out data

o Other names: validation/development data

all the examples

|:| Training Set |:| Held-outlvalidation Set

@ Remember: Held-out data is NOT the test data
@ Train each model using the remaining training data

@ Evaluate error on the held-out data
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Held-out Data

@ Set aside a fraction (say 10%-20%) of the training data
This part becomes our held-out data

C

o Other names: validation/development data

all the examples

|:| Training Set |:| Held-outlvalidation Set

Remember: Held-out data is NOT the test data
Train each model using the remaining training data

Evaluate error on the held-out data

¢ & ¢ ¢

Choose the model with the smallest held-out error
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Held-out Data

@ Set aside a fraction (say 10%-20%) of the training data
This part becomes our held-out data

C

o Other names: validation/development data

all the examples

|:| Training Set |:| Held-outlvalidation Set

Remember: Held-out data is NOT the test data

Train each model using the remaining training data

°
°

@ Evaluate error on the held-out data

@ Choose the model with the smallest held-out error
°

Problems:

o Wastes training data, so typically used when we have plenty of training data
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Held-out Data

@ Set aside a fraction (say 10%-20%) of the training data
@ This part becomes our held-out data

o Other names: validation/development data

all the examples

|:| Training Set |:| Held-outlvalidation Set

Remember: Held-out data is NOT the test data
Train each model using the remaining training data

°

°

@ Evaluate error on the held-out data

@ Choose the model with the smallest held-out error
°

Problems:
o Wastes training data, so typically used when we have plenty of training data

o Held-out data may not be good if there was an unfortunate split

@ Can ameliorate unfortunate splits by repeated random subsampling
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Cross-Validation

K-fold Cross-Validation

@ Create K equal sized partitions of the training data
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Cross-Validation

K-fold Cross-Validation
@ Create K equal sized partitions of the training data
@ Each partition has N/K examples
@ Train using K — 1 partitions, validate on the remaining partition

@ Repeat the same K times, each with a different validation partition
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Cross-Validation

K-fold Cross-Validation
@ Create K equal sized partitions of the training data
@ Each partition has N/K examples
@ Train using K — 1 partitions, validate on the remaining partition

@ Repeat the same K times, each with a different validation partition

|:| Training Set |:| Validation Set

Run 1

Run 2

Run 3

Run K
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Cross-Validation

K-fold Cross-Validation
@ Create K equal sized partitions of the training data
@ Each partition has N/K examples
@ Train using K — 1 partitions, validate on the remaining partition

@ Repeat the same K times, each with a different validation partition

|:| Training Set |:| Validation Set

Run 1

Run 2

Run 3

Run K

@ Finally, choose the model with smallest average validation error
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Cross-Validation

K-fold Cross-Validation
@ Create K equal sized partitions of the training data
@ Each partition has N/K examples
@ Train using K — 1 partitions, validate on the remaining partition

@ Repeat the same K times, each with a different validation partition

|:| Training Set |:| Validation Set

Run 1

Run 2

Run 3

Run K

@ Finally, choose the model with smallest average validation error

@ Usually K is chosen as 10
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Leave-One-Out (LOO) Cross-Validation

Special case of K-fold CV when K = N (number of training examples)
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Leave-One-Out (LOO) Cross-Validation

Special case of K-fold CV when K = N (number of training examples)
@ Each partition is now an example
@ Train using N — 1 examples, validate on the remaining example

@ Repeat the same N times, each with a different validation example

|:| Training Set |:| Validation Set

Run 1

Run 2

Run 3

Run N

@ Finally, choose the model with smallest average validation error

@ Can be expensive for large N. Typically used when N is small

(€S5350/6350) Model Selection and Feature Selection September 22, 2011

5/ 14



Random Subsampling Cross-Validation

@ Randomly subsample a fixed fraction aN (0 < a < 1) of examples; call it the
validation set
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Random Subsampling Cross-Validation

@ Randomly subsample a fixed fraction aN (0 < a < 1) of examples; call it the
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Random Subsampling Cross-Validation

@ Randomly subsample a fixed fraction aN (0 < a < 1) of examples; call it the

validation set
@ Train using the rest of the examples, measure error on the validate set

@ Repeat K times, each with a different, randomly chosen validation set
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Random Subsampling Cross-Validation

@ Randomly subsample a fixed fraction aN (0 < a < 1) of examples; call it the
validation set
@ Train using the rest of the examples, measure error on the validate set

@ Repeat K times, each with a different, randomly chosen validation set

Training Set |: Validation Set

Run 1

Run 2
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Run K
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Random Subsampling Cross-Validation
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Random Subsampling Cross-Validation

@ Randomly subsample a fixed fraction aN (0 < a < 1) of examples; call it the

validation set
@ Train using the rest of the examples, measure error on the validate set
@ Repeat K times, each with a different, randomly chosen validation set

Training Set |: Validation Set

Run 1

Run 2

Run 3

Run K

@ Finally, choose the model with smallest average validation error

@ Usually o is chosen as 0.1, K as 10
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Bootstrapping

@ Given: a set of N examples

@ Idea: Sample N elements from this set with replacement

o An already sampled element could be picked again
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Bootstrapping

@ Given: a set of N examples

@ Idea: Sample N elements from this set with replacement
o An already sampled element could be picked again
@ Use this new sample as the training data
@ Use the set of examples not selected as the validation data
@ For large N, training data consists of about only 63% unique examples

@ Training data is inherently small = error estimate may be pessimistic
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Bootstrapping

@ Given: a set of N examples

@ Idea: Sample N elements from this set with replacement
o An already sampled element could be picked again
@ Use this new sample as the training data
@ Use the set of examples not selected as the validation data
@ For large N, training data consists of about only 63% unique examples
@ Training data is inherently small = error estimate may be pessimistic

@ Use the following equation to compute the expected model error

e = 0.632 x €test —examples + 0.368 x €training —examples
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Bootstrapping

@ Given: a set of N examples

@ Idea: Sample N elements from this set with replacement
o An already sampled element could be picked again
@ Use this new sample as the training data
@ Use the set of examples not selected as the validation data
@ For large N, training data consists of about only 63% unique examples
@ Training data is inherently small = error estimate may be pessimistic

@ Use the following equation to compute the expected model error

e = 0.632 x €test —examples + 0.368 x €training —examples

@ Note: the above estimate may still be bad if we overfit and have
€training — examples = 0. Why?
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Information Criteria based methods

@ Akaike Information Criteria (AIC)
AIC =2k — 2log(L)
@ Bayesian Information Criteria (BIC)
BIC = klog(N) — 2log(L)

@ k: # of model parameters

@ L: maximum value of the model likelihood function
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Information Criteria based methods

@ Akaike Information Criteria (AIC)
AIC =2k — 2log(L)
@ Bayesian Information Criteria (BIC)

BIC = klog(N) — 2log(L)

¢

k: # of model parameters

@ L: maximum value of the model likelihood function

©

Applicable for probabilistic models (when likelihood is defined)
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Information Criteria based methods

@ Akaike Information Criteria (AIC)
AIC =2k — 2log(L)
@ Bayesian Information Criteria (BIC)
BIC = klog(N) — 2log(L)

k: # of model parameters
L: maximum value of the model likelihood function
Applicable for probabilistic models (when likelihood is defined)

© 6 6 ¢

AIC/BIC penalize model complexity
o .. as measured by the number of model parameters
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AIC =2k — 2log(L)
@ Bayesian Information Criteria (BIC)
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k: # of model parameters
L: maximum value of the model likelihood function
Applicable for probabilistic models (when likelihood is defined)

© 6 6 ¢

AIC/BIC penalize model complexity

o .. as measured by the number of model parameters
o BIC penalizes the number of parameters more than AlC

@ Model with the lowest AIC/BIC will be chosen
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Information Criteria based methods

@ Akaike Information Criteria (AIC)
AIC =2k — 2log(L)
@ Bayesian Information Criteria (BIC)
BIC = klog(N) — 2log(L)

k: # of model parameters
L: maximum value of the model likelihood function

Applicable for probabilistic models (when likelihood is defined)

© 6 6 ¢

AIC/BIC penalize model complexity

o .. as measured by the number of model parameters
o BIC penalizes the number of parameters more than AlC

@ Model with the lowest AIC/BIC will be chosen

@ Can be used even for model selection in unsupervised learning
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Minimum Description Length (MDL)

@ MDL measures the number of bits to encode a probability distribution

MDL = —log, P(z)
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Minimum Description Length (MDL)

@ MDL measures the number of bits to encode a probability distribution

MDL = —log, P(z)

@ Minimum Description Length for a model M

Length(M) = —log P(Y | X,w, M) — log P(w | M)
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Minimum Description Length (MDL)

@ MDL measures the number of bits to encode a probability distribution

MDL = —log, P(z)

@ Minimum Description Length for a model M

Length(M) = —log P(Y | X,w, M) — log P(w | M)

@ Note: it's just the MDL for model’s posterior distribution

P(w | X,Y, M) o P(w | M) x P(Y | X,w, M)
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@ Minimum Description Length for a model M

Length(M) = —log P(Y | X,w, M) — log P(w | M)

@ Note: it's just the MDL for model’s posterior distribution

P(w | X,Y, M) o P(w | M) x P(Y | X,w, M)

@ Complex posterior distribution = Complex model
Choose the model with the lowest MDL
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Minimum Description Length (MDL)

@ MDL measures the number of bits to encode a probability distribution

MDL = —log, P(z)

@ Minimum Description Length for a model M

Length(M) = —log P(Y | X,w, M) — log P(w | M)

@ Note: it's just the MDL for model’s posterior distribution

P(w | X,Y, M) o P(w | M) x P(Y | X,w, M)

@ Complex posterior distribution = Complex model
Choose the model with the lowest MDL

@ Note: MDL criteria is kind of equivalent to preferring the best regularized
model

C
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Feature Selection

Selecting a useful subset from all the features
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Selecting a useful subset from all the features

Why Feature Selection?
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Feature Selection

Selecting a useful subset from all the features

Why Feature Selection?

@ Some algorithms scale (computationally) poorly with increased dimension
@ Irrelevant features can confuse some algorithms

@ Redundant features adversely affect regularization

@ Removal of features can increase (relative) margin (and generalization)

@ Reduces data set and resulting model size
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Feature Selection

Selecting a useful subset from all the features

Why Feature Selection?

@ Some algorithms scale (computationally) poorly with increased dimension
@ Irrelevant features can confuse some algorithms

@ Redundant features adversely affect regularization

@ Removal of features can increase (relative) margin (and generalization)

@ Reduces data set and resulting model size

@ Note: Feature Selection is different from Feature Extraction

o The latter transforms original features to get a small set of new features

@ More on feature extraction when we cover Dimensionality Reduction
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Feature Selection Methods

@ Methods agnostic to the learning algorithm
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@ Methods agnostic to the learning algorithm

o Preprocessing based methods
@ E.g., remove a binary feature if it's ON in very few or most examples
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@ E.g., remove a binary feature if it's ON in very few or most examples

o Filter Feature Selection methods

@ Use some ranking criteria to rank features

@ Select the top ranking features
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@ Requires repeated runs of the learning algorithm with different set of features
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Feature Selection Methods

@ Methods agnostic to the learning algorithm

o Preprocessing based methods
@ E.g., remove a binary feature if it's ON in very few or most examples

o Filter Feature Selection methods

@ Use some ranking criteria to rank features

@ Select the top ranking features

@ Wrapper Methods (keep the learning algorithm in the loop)

@ Requires repeated runs of the learning algorithm with different set of features

o Can be computationally expensive
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Filter Feature Selection

@ Uses heuristics but is much faster than wrapper methods
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Filter Feature Selection

@ Uses heuristics but is much faster than wrapper methods

X,: Column with d" feature

@ Correlation Critera: Rank features in order of their correlation with the

labels
cov(Xq, Y)

Vvar(Xq)var(Y)

R(X4,Y) =
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Filter Feature Selection

@ Uses heuristics but is much faster than wrapper methods

X,: Column with d" feature

@ Correlation Critera: Rank features in order of their correlation with the

labels
cov(Xq, Y)

Vvar(Xq)var(Y)

R(X4,Y) =

@ Mutual Information Criteria:

log P(Xy4, Y)

M Y) = 3 3 P ) B

Xg€{0,1} YE{—1,+1}
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Filter Feature Selection

@ Uses heuristics but is much faster than wrapper methods

X,: Column with d" feature

@ Correlation Critera: Rank features in order of their correlation with the

labels
cov(Xq, Y)

Vvar(Xq)var(Y)

R(X4,Y) =

@ Mutual Information Criteria:

log P(Xy4, Y)

M Y) = 3 3 P ) B

Xg€{0,1} YE{—1,+1}

o High mutual information mean high relevance of that feature
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Filter Feature Selection

@ Uses heuristics but is much faster than wrapper methods

X,: Column with d" feature

@ Correlation Critera: Rank features in order of their correlation with the

labels
cov(Xq, Y)

Vvar(Xq)var(Y)

R(X4,Y) =

@ Mutual Information Criteria:

log P(Xy4, Y)

M Y) = 3 3 P ) B

Xg€{0,1} YE{—1,+1}

o High mutual information mean high relevance of that feature
o Note: These probabilities can be easily estimated from the data
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Wrapper Methods

@ Two types: Forward Search and Backward Search
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Wrapper Methods

@ Two types: Forward Search and Backward Search

o Forward Search
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Wrapper Methods

@ Two types: Forward Search and Backward Search
o Forward Search

@ Start with no features
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Wrapper Methods

@ Two types: Forward Search and Backward Search
o Forward Search

@ Start with no features

@ Greedily include the most relevant feature
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Wrapper Methods

@ Two types: Forward Search and Backward Search
o Forward Search

9 Start with no features
@ Greedily include the most relevant feature

9@ Stop when selected the desired number of features

o Backward Search
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Wrapper Methods

@ Two types: Forward Search and Backward Search
o Forward Search

9 Start with no features
@ Greedily include the most relevant feature

9@ Stop when selected the desired number of features
o Backward Search

@ Start with all the features
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Wrapper Methods

@ Two types: Forward Search and Backward Search
o Forward Search

9 Start with no features
@ Greedily include the most relevant feature

9@ Stop when selected the desired number of features
o Backward Search

@ Start with all the features

@ Greedily remove the least relevant feature
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Wrapper Methods

@ Two types: Forward Search and Backward Search
o Forward Search

9 Start with no features
@ Greedily include the most relevant feature

9@ Stop when selected the desired number of features
o Backward Search

o Start with all the features
@ Greedily remove the least relevant feature

@ Stop when selected the desired number of features
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Wrapper Methods

@ Two types: Forward Search and Backward Search
o Forward Search

9 Start with no features
@ Greedily include the most relevant feature

9@ Stop when selected the desired number of features
o Backward Search

o Start with all the features
@ Greedily remove the least relevant feature

@ Stop when selected the desired number of features

@ Inclusion/Removal criteria uses cross-validation
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Wrapper Methods

@ Forward Search

o Let F={}
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Wrapper Methods

@ Forward Search

o Let F={}

@ While not selected desired number of features

@ For each unused feature f:
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Wrapper Methods

@ Forward Search

o Let F={}

@ While not selected desired number of features

@ For each unused feature f:

9 Estimate model’s error on feature set F |J f (using cross-validation)
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Wrapper Methods

@ Forward Search

o Let F={}

@ While not selected desired number of features

@ For each unused feature f:

9 Estimate model’s error on feature set F |J f (using cross-validation)

o Add f with lowest error to F

@ Backward Search
o Let F = {all features}
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Wrapper Methods

@ Forward Search

o Let F={}

@ While not selected desired number of features

@ For each unused feature f:

9 Estimate model’s error on feature set F |J f (using cross-validation)
o Add f with lowest error to F

@ Backward Search
o Let F = {all features}

@ While not reduced to desired number of features

o For each feature f € F:
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Wrapper Methods

@ Forward Search

o Let F={}

@ While not selected desired number of features

@ For each unused feature f:

9 Estimate model’s error on feature set F |J f (using cross-validation)
o Add f with lowest error to F

@ Backward Search
o Let F = {all features}

@ While not reduced to desired number of features

o For each feature f € F:

o Estimate model’s error on feature set F\f (using cross-validation)
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Wrapper Methods

@ Forward Search

o Let F={}

@ While not selected desired number of features

@ For each unused feature f:

9 Estimate model’s error on feature set F |J f (using cross-validation)
o Add f with lowest error to F

@ Backward Search
o Let F = {all features}

@ While not reduced to desired number of features

o For each feature f € F:

o Estimate model’s error on feature set F\f (using cross-validation)

@ Remove f with lowest error from F
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Summary: feature engineering

» Feature engineering is often crucial to get
good results

» Strategy: overshoot and regularize

— Come up with lots of features: better to include
irrelevant features than to miss important
features

— Use regularization or feature selection to
prevent overfitting

— Evaluate your feature engineering on DEV set.
Then, when the feature set is frozen, evaluate
on TEST to get a final evaluation (Daniel will
say more on evaluation next week)




Summary: feature selection
When should you do it?

— If the only concern is accuracy, and the whole
dataset can be processed, feature selection not
needed (as long as there is regularization)

— If computational complexity is critical
(embedded device, web-scale data, fancy
learning algorithm), consider using feature
selection

* But there are alternatives: e.g. the Hash trick, a
fast, non-linear dimensionality reduction technique
[Weinberger et al. 2009]

— When you care about the feature themselves
« Keep in mind the correlation/causation issues
« See [Guyon et al., Causal feature selection, 07]




Summary: how to do feature selection

*Filtering
L, regularization

(embedded
methods)

Wrappers

Forward
selection

Backward
selection

*Other search
Exhaustive




Summary: how to do feature selection

Liltering « Good preprocessing
L, regularization step
o!| (embedded .
S| methods) * Fails to capture
“Wrappers relationship between
*Forward features
selection
*Backward
selection

*Other search
Exhaustive




Summary: how to do feature selection

*Filtering « Fairly efficient
L, regularization — LARS-type algorithms now

exist for many linear
(embedded models.

methods)
Wrappers

Forward
selection

Backward
selection

*Other search
Exhaustive




Summary: how to do feature selection

*Filtering * Most directly optimize
L, regularization prediction performance
O (embedded  Can be very expensive,
| methods) even with greedy search

*Wrappers methods
oF T
mmﬁ_um:mwmm * Cross-validation is a
Backward good objective function to
selection start with

*Other search
Exhaustive




Summary: how to do feature selection

*Filtering * Too greedy—ignore
L, regularization relationships between
o!| (embedded features
o .
methods) » Easy baseline
*Wrappers . .
.%oc:\_\ma « Can be generalized in
selection many interesting ways
Backward — Stagewise forward
selection selection
.Other search — Forward-backward search

-Exhaustive — Boosting




Summary: how to do feature selection

*Filtering » Generally more effective
L, regularization than greedy

(embedded
methods)

Wrappers

Forward
selection

Backward
selection

*Other search
Exhaustive




Summary: how to do feature selection

*Filtering * The “ideal”

-L, regularization  Very seldom done in

AWBUQQQQQ —UﬂmO._”_Om
methods)

 With cross-validation

*Wrappers i _
PP objective, there's a
*Forward > €
selection chance of over-fitting
selection randomly perform quite

well in cross-validation
*Other search

Exhaustive




