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Why should we care about causality?

We have increasing amounts of data and highly accurate predictions.

How is causal inference useful?



1) Do prediction models guide
decision-making?
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Friends’ activity can predict a person’s
activity with high accuracy.
But that tells us nothing about the effect

of the social feed.




2) Will the predictions be robust
tomorrow, or in new contexts?
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Story: London Taxi Drivers

4 Examples:

London taxi drivers: A survey has pointed out a

positive and significant correlation between the number

of accidents and wearing coats. They concluded that coats
could hinder movements of drivers and be the cause of
accidents. A new law was prepared to prohibit drivers

from wearing coats when driving.

Decision based on the causality?




Accident

4 Examples:

London taxi drivers: A survey has pointed out a
positive and significant correlation between the number

of accidents and wearing coats. They concluded that coats

could hinder movements of drivers and be the cause of

accidents. A new law was prepared to prohibit drivers

from wearing coats when driving.

Finally another study pointed out that people wear coats when it rains. ..

Correlation is not causality

Causality really matters




Myopia
Parents

Another example: Myopia study b

Myopia

lights on Children

e A study published in Nature made the causal conclusion that children who sleep with the light on are more
likely to develop myopia later in life.

G. E. Quinn, C. H. Shin, M. G. Maguire, and R. A. Stone, “Myopia and ambient lighting at night,” Nature,
vol. 399, no. 6732, pp. 113-113, 1999

 However, as it turns out, myopic parents tend to leave the light on more often, as well as pass their genetic
predisposition to myopia to their children. Accounting for the confounding variable of parent’s myopia, the
causal results were subsequently invalidated or substantially weakened.

Gwiazda J, Ong E, Held R, et al. Myopia and ambient night-time lighting. Nature 2000;404:144.
Zadnik K, Jones LA, Irvin BC, et al. Myopia and ambient night-time lighting. Nature 2000;404:143—-4.



Recap: Prediction is insufficient for choosing
Interventions

How often do they lead us to the right decision?

e Unclear, predictive algorithms provide no insight on effects of decisions

Will the predictions be robust tomorrow, or in new contexts?

e Correlations can change
e Causal mechanisms more robust

What if the prediction accuracy is really high? Does that help?

e Active interventions change correlations




PART I. Introduction to Counterfactual
Reasoning

PART |l. Methods for Causal Inference
PART Ill. Large-scale and Network Data

PART IV. Broader Landscape
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Cause and Effect

ey ——>f— 1]

e Questions of cause and effect common in
biomedical and social sciences

* Such questions form the basis of almost all

scientific inquiry PlAC“o
* Medicine: drug trials, effect of a drug
* Social sciences: effect of a certain policy aar A
* Genetics: effect of genes on disease \
W,
* So what is causality? \
. . Lab
 What does it mean to cause something? demand
>
@ Quantity

of labor



Causality examples (A causesB )

» Exposure/Action/Decision Effects

1. Smoke 1. cancer
2. update one button — 2. engagement to the
- — -
3. advertisement to the 3. purchasing behavior

customer




A big scholarly debate, from Aristotle to Russell
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What is causality?

* A fundamental question

 Surprisingly, until very recently---maybe the last 30+ years---we have
not had a mathematical language of causation. We have not had an
arithmetic for representing causal relationships.

“More has been learned about causal inference in the last
few decades than the sum total of everything that had been
learned about it in all prior recorded history”

--Gary King, Harvard University



The Three Layer Causal Hierarchy

Pearl, Theoretical Impediments to Machine Learning with Seven Sparks from the Causal
Revolution, arXiv:1801.04016v1. 11 Jan 2018

Typical Activity

Typical Question

Examples

1. Association Seeing What is? What does a symptom tell me about
P(y | x) How would seeing X  a disease?
change my belief in What does a survey tell us about the
Y? election results?
2. Intervention Doing, What if? What if | take aspirin, will my
P(y|do(x),z) Intervening What if | do X? headache be cured?
What if we ban cigarettes?
3. Counterfactuals Imagining, Why? Was it the aspirin that stopped my

Py, | x', y")

Retrospection

Was it X that caused
Y?

What if | had acted
differently?

headache?

Would Kennedy be alive had Oswald
not shot him?

What if | had not been smoking the
past 2 years?




A practical definition

Definition: T causes Y iff
changing T leads to a change in 'y,
keeping everything else constant.

The causal effect is the magnitude by which Y is changed by a
unit change in T.

Called the “interventionist” interpretation of causality.

*Interventionist definition [http://plato.stanford.edu/entries/causation-mani/]

26


http://plato.stanford.edu/entries/causation-mani/

Keeping everything else constant: Imagine a
counterfactual world

“What-if” questions
Reason about a world that does not exist.

- What if a system intervention was not done?
- What if an algorithm was changed?
- What if | gave a drug to a patient?
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Introduction Potential Outcomes Framework

to
Counterfactual
Reasoning




Potential Outcomes framework

Treatment



Potential Outcomes framework




Potential Outcomes framework




Potential Outcomes framework: Introduce a
counterfactual guantity

Causal effect of
treatment =

ElYr=1 —Yr—ol




Causal inference is the problem of estimating
the counterfactual Y;—._;

Person T Yr—-1 Y7o

P1 1 0.4
P2 0 0.6
P3 1 0.3
P4 0 0.1
P5 1 0.5
P6 0 0.5
P7 0 0.1

Causal effect: E[Y;—1 — Yi—o]

Fundamental problem of causal
inference: For any person, observe
only one: either Y;_or Y;—_,



Fundamental problem: counterfactual
outcome is not observed

* “Missing data” problem
* Estimate missing data values using various methods

* Yr_o Now becomes an estimated quantity, based on outcomes
of other people who did not receive treatment




Randomized Experiments are the “gold
standard”

One way to estimate counterfactual




Cost: Possibly risky, unethical

Unethical to deny useful treatment or administer risky treatment.




Recap: Potential Outcomes Framework

* Potential outcomes reasons about causal effects by
comparing outcome of treatment to outcome of no-
treatment

* For any individual, we cannot observe both treatment and
no-treatment.

* Randomized experiments are one solution
 We'll discuss others in tutorial Section 2



PART I.
Introduction

to
Counterfactual Unobserved Confounds /

: Simpson’s Paradox
Reasoning




Example: Auditing the effect of an algorithm

System changes algorithm from A to B at some point.
Is the new algorithm B better?

Say a feature that provides information or discount for a
financial product.

n_ A

n_

n_
Q L4

Algorithm A Algorithm B

Success
Rate=p

39



New algorithm increases overall success rate

Two algorithms, A (old) and B (new) running on the system.

From system logs, collect data for 1000 sessions for each.
Measure Success Rate (SR).

Old Algorithm (A) | New Algorithm (B)

50/1000 (5%) 54/1000 (5.4%)

New algorithm is better?

40



Unobserved Confounds

What if there are unobserved
features of audience that matter?

8
7
6
5
4
B
2
1
0]

INCOME
Old Algorithm (A) New Algorithm (B) Low-income
10/400 (2.5%) 4/200 (2%) Users

Old Algorithm (A) New Algorithm (B) High-income

40/600 (6.6%) 50/800 (6.2%) Users

41



he Simpson’s paradox: New algorithm is
better overall, but worse for each subgroup

- Old algorithm (A) |New Algorithm (B)

CTR for Low- 10/400 (2.5%) 4/200 (2%)
INnCOme users

CTR for High- 40/600 (6.6%) 50/800 (6.2%)
INCOMe USers

Total CTR 50/1000 (5%) 54/1000 (5.49%)

So, which is better?

Simpson (1951)



Q !
Higher success rate due to
new algorithm

Higher success rate due to
selection effects

Financial
product offer

Financial

A t
product offer ceepted

E.g., Algorithm B is shown at a different time than A.

There could be other hidden causal variations.

Not just theory. Differences in interpretations can
attract lawsuits (UC Berkeley admissions, 1973)




Simpson’s Paradox in naturally generated data

Drug Survive Rate

Table 1: Yule-Simpson’s Paradox
Population )
Survive Die Survive Rate
Treatment 20 20 50%
Control 16 24 40%
Male
Survive Die Survive Rate
Treatment 18 12 60%
Control r § 3 70%
Female
Survive Die Survive Rate
Treatment 2 = 20%
Control 9 21 30%

Treatment is better

Control is better

Control is better



Table 1: Yule-Simpson’s Paradox

Population
Survive Die Survive Rate
Treatment 20 20 50%
Control 16 24 40%

Survive Die Survive Rate

Simpson’s Paradox

Treatment 18 12 60%
Control 7 3 70%
Iemale

Survive Die Survive Rate

Treatment 2 8 20%

Control 9 21 30%

.......... D Male control
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. Male treatment




Table 1: Yule-Simpson’s Paradox

Population
Survive Die Survive Rate
Treatment 20 20 50%
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Simpson’s Paradox

Table 1: Yule-Simpson’s Paradox

Population

Survive Die Survive Rate
Treatment 20 20 50%
Control 16 24 40%
Male
Survive Die Survive Rate
Treatment 18 12 60%
Control 7 3 70%
Female
Survive Die Survive Rate
Treatment 2 8 20%
Control 9 21 30%

S0 000E0 0000000000 ...
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Male treatment

Male control
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Female treatment

Female control

Control



Confounding factor: Gender

Confounding factor

Table 1: Yule-Simpson’s Paradox Gender

Population

Survive Die Survive Rate

Treatment 20 20 50%
Control 16 24 40%
Male
Survive Die Survive Rate
Treatment 60% Drug ST
Control 70% (Treatment Rate

/control)

Survive Die Survive Rate
Treatment . 20%
Control 9 21 30%
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Recap: Unobserved Confounds

* Unobserved confounds are a threat to causal reasoning



Recap: Section 1 - Introduction

* Causality is important for decision-making and study of effects

* Potential Outcomes Framework gives practical method for estimating
causal effects
 Translates causal inference into counterfactual estimation

* Unobserved confounds are a critical challenge

* Structural Causal Model Framework gives language for expressing and
reasoning about causal relationships



PART |l. Methods for Causal Inference
PART Ill. Large-scale and Network Data

PART IV. Broader Landscape



PART II.
Methods for Causal
Inference




PART II.
Methods

for Causal
Inference

Observational Studies

Natural Experiments

Refutations




Review: Treatment, Outcome and Confound

Goal: Estimate effect of a treatment T on an
outcome Y

But, confound X influences both T and Y

To estimate T — Y, break the dependence
X =T (thatis, T I X)

e Y 1L X also works, but much less practical.

Randomized experiments actively assign
treatment T independent of any confound X

Thus, by construction: T Il X



Goal: Estimate effect of a treatment T on an
outcome Y

But, confound X influences both T"and Y

To estimate T" — Y, break the dependence
X =T (thatis, T 1L X)

Randomized experiments actively assign
treatment T independent of any confound X

Thus, by construction: 7" Il X



Goal: Estimate effect of exercise on cholesterol

But, one’s age influences both exercise and
cholesterol

To estimate exercise—cholesterol, break the

dependence age—exercise (that is, exercise 1L age)

Age

Randomized experiments actively assign

exercise independent of any age

Exercise

Thus, by construction: exercise 1L age

Cholesterol




Goal: Estimate effect of exercise on cholesterol

But, one’s age influences both exercise and
cholesterol

To estimate exercise—cholesterol, break the
dependence age—exercise (that is, exercise 1L age)

Age

Randomi

Cholesterol




Part |l.A.
Observational

Studies

“Simulating
randomized
experiments”

e

Conditioning on Key Variables

AV

Matching and Stratification

AV

Weighting

e

Regression

AV

Doubly Robust

Synthetic Controls




Part |l.A.
Observationa

| Studies

“Simulating
randomized
experiments”

Conditioning on Key Variables
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Cholesterol

Stationary Biking



Cholesterol

Stationary Biking



Recapping what just happened

* At first, more stationary biking seems to lead to higher cholesterol

* But, we realize that there is a confounder, age, that influences both
stationary biking and cholesterol

* We condition on age (by analyzing each age group separately)
* And find stationary biking now seems to lead to lower cholesterol

Conditioning:

P(Cholesterol | do(S_Biking)) = 2 P(Cholesterol |S_Biking,age) P(age)

age



Conditioning

ACE yug=P(Y=1|Z=1)-P(Y=1|Z=0)

Table 1: Yule-Simpson’s Paradox = 0.50-0.40 = 0.10 > 0
Survive Die Survive Rate
Treatment 20 20 50%
Control 16 24 40%
mal
Survive Die Survive Rate o female
Treatment - 60% ACE 4
Control 70% :[/]3(Y=1|Z=1,X=1)—/P\(Y=1|Z=0,X=1)}$(X=1)/
Survive Die Survive Rate +H{P(¥=1Z=1X=0-P(¥=1]Z=0X=0}P(X=0)
Treatment . 20% = (0.60-0.70) x 0.5 + (0.20-0.30) X 0.5
Control 9 21 30% = -0.10 <0.




What are the assumptions we made?

e Assumption: age is the only confounder
* “Ignorability” or “selection on observables” assumption
* How do we know what we must condition on?

* Assumption: effect of stationary biking doesn’t depend on friends’ exercise

 Stable Unit Treatment Value (SUTVA) assumption
* Are there network effects?

* Assumption: our observations of exercise/no-exercise cover similar people
e “Common support” or “Overlap” assumption

e Also: data is not covering all combinations of age and levels of exercise
* Will our lessons generalize beyond the observed region?



Al: lgnorability

e Conditional Independence Assumption (CIA)

* Under random experiments, T L X for both observed and unobserved
covariates

* But conditioning and related techniques can only construct T 1 X for observed
covariates.

* So assume that after conditioning on observed covariates, any
unmeasured covariates are irrelevant.

Ignorability
* Let X = {Xops) Xunobs}
* Then P(Y;| X,ps) = P(Y7|X,ps, T)  [where Yy = Y|do(T)]



A2. Stable Unit Treatment Value

The effect of treatment on an individual is independent of whether or
not others are treated.

l.e., no spillover or network effects
SUTVA
P(Y;ldo(T;, T;)) = P(Y;|do(T}))

Example: What is the effect of giving a fax machi

- It depends on whether or n here KNOW

le .
Do peot t 3 fax machine iS?

wha



A3. Common support

* The treated and untreated
populations have to be similar.

* That is, there should be overlap on
observed covariates between treated
and untreated individuals.

 Otherwise, cannot estimate
counterfactual outcomes.

Common support
O<P(T=1X=x)<1



Advanced: How to know we have the right

variables? Backdoor criterion

1. Use domain knowledge to build a model of the causal graph
2. Condition on enough variables to cover all backdoor paths

<Occupation
Income @

Age

.
Exercise C

holesterol

Caveat: Causal effect only if assumed graphical model is correct

92



What we just learned: Simple Conditioning

Definition Conditioning calculates treatment effects by identifying groups of
individuals with the same covariates, where individuals in one group are
treated and in the other group are not.

Intuition Conditioning our analysis of T — Y on X breaks the dependence
between confounds X and the treatment T

Example In the cartoon relationship between exercise and cholesterol, age is a
confounder, as it influences both levels of exercise and cholesterol.

By conditioning analysis on age, we can identify the effect of exercise.

Keep in mind How do we know what to condition on?

Grouping becomes harder as dimensionality of X increases



Part |l.A.
Observationa

| Studies

“Simulating
randomized
experiments”

Matching and Stratification
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Matching

|dentify pairs of treated and untreated
individuals who are very similar or even identical

to each other
Very similar ::= Distance(Xi,Xj) <€

Paired individuals provide the counterfactual
estimate for each other.

Average the difference in outcomes within pairs
to calculate the average-treatment-effect on the

treated



Exact Match

Simple:

Distance(X;, x;) =+

Use this in low-dimensional settings when overlap is abundant

But in most cases, there will be too few exact matches ...



Mahalanobis Distance

Mahalanobis distance accounts for unit differences
by normalizing each dimension by the standard
deviation.

Mahalanobis(x;, %) = \/(xl — j\)TS_l (i — x;)

And S is the covariance matrix of some
distributions that x_i and x_j follows.




Propensity Score

Propensity score is an individual’s propensity to be treated
é(X) = P(T =1|X)

* Propensity scores are estimated or modeled, not observed.

assignment

Propensity scores subdivide observational datas.t. T I X | score



How to match with propensity score

1. Train a machine learning model to predict treatment status

» Supervised learning: We are trying to predict a known label (treatment
status) based on observed covariates.

e Conventionally, use a logistical regression model, but SVM, GAMs, are fine

* But score must be well-calibrated. l.e., (100 * p)% of individuals with score
of p are observed to be treated

2. Distance is the difference between propensity scores
Distance(x;,x;) = |é(x;) — é(x;)|



Propensity score, FAQ

Q: Wait, why does this work?

A: Individuals with similar covariates get similar scores, and all individuals mapped to a
similar score have similar treatment likelihoods.

Q: What if my propensity score is not accurate? (i.e., can’t tell who is treated)

A: That’s ok. The role of the model is to balance covariates given a score; not to actually
identify treated and untreated.

Q: What if my propensity score is very accurate? (i.e., can tell who is treated)

A: Means we cannot disentangle covariates from treatment status. Any effect we observe
could be due either to the treatment or to the correlated covariate.

Consider redefining the treatment or general problem statement. Don’t dumb down model!



What we just learned: Matching

Definition Matching calculates treatment effects by identifying pairs of similar
individuals, where one is treated and the other is not.

Intuition The paired individuals stand-in as the counterfactual observations
for one another.

Example In our cartoon, we create pairs of individuals matched exactly on
their age. More generally, we can use Mahalanobis distance or
propensity score matching to find similar individuals to be matched.

Keep in mind Matching calculates the treatment effect on the treated population.
We do not know what might happen if people who would never get
treatment are suddenly treated.
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From Matching to Stratification

* 1: 1 matching generalizes to many:many matching.

e Stratification identifies paired subpopulations whose covariate
distributions are similar.

* There can still be error, if strata are too large.



How to stratity with propensity score

1. Train a machine learning model to predict treatment status

» Supervised learning: We are trying to predict a known label (treatment
status) based on observed covariates.

e Conventionally, use a logistical regression model, but SVM, GAMs, are fine

* But score must be well-calibrated. l.e., (100 * p)% of individuals with score
of p are observed to be treated

2. Distance is the difference between propensity scores
Distance(x;,x;) = |é(x;) — é(x;)|



Propensity Score Stratification

We can use propensity score to stratify

populations Propensity = 0.0

1. Calculate propensity scores per 2 22 2 22

) . .
individual as in matching. b fob He

2. Butinstead of matching, stratify
[ [ [ [

based on score. /i\ Ii\ ii\ li\ 'i\ r~1T.1. .1

3. Calculate average treatment effect
as weighted average of outcome

differences per strata. AR l’i‘ | PN | 3N 5Y 5%

4. Weight by number of treated in the ‘
population for ATE on treated. Propensity = 1.0




Propensity Score Stratification

ATE
1 _ _
— z N (YS,T=1 _YS,T=O)
SESstrata $T=1
where,

Y; 7 is the average outcome at strata
s and treatment status T

And N 7=, is the number of treated
individuals in strata s

Propensity = 0.0

O R S o

XXX XX Y N

o |

ihd R AR AR

Propensity = 1.0



P.S. Stratification, Practical Considerations

* How many strata do we pick?
* Scale will depend on data. Want each stratum to have enough data in it.
e Conventional, small-data literature (e.g., ~100 data points) picked 5.
* With 10k to 1M or more data points, | pick 100 to 1000 strata.
 Set strata boundaries to split observed population evenly

* Aside: why not always pick a small number of strata? It’s a bias-variance
trade-off...

 What if there aren’t enough treated or untreated individuals in some
of my stratum to make a meaningful comparison?
* This often happens near propensity score 0.0 and near 1.0

* Drop (“Clip”) these strata from analysis. Technically, you are now calculating a
local-average-treatment-effect.



What we just learned: Stratification

Definition Stratification calculates treatment effects by identifying groups of
individuals with similar distributions of covariates, where individuals
in one group are treated and in the other group are not.

Intuition The difference in average outcome of paired groups tells us the
effect of the treatment on that subpopulation. Observed confounds
are balanced, due to covariate similarity across paired groups.

Example In our cartoon example, we stratified based on propensity score into
3 strata. ATE is the weighted sum of differences in avg outcomes in
each strata.

Keep in mind Make sure there are enough comparable individuals in each strata



