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Deep learning for time series forecasting

The standard deep learning approach to time series forecasting consists in
training a single neural network on a collection of time series.

• Each time series is treated independently from the others.
• A single set of shared learnable parameters is used to predict each time series.
• Resulting models are e�ective and e�icient.

� Dependencies across time series are o�en discarded.

[1] K. Benidis et al., “Deep Learning for Time Series Forecasting: Tutorial and Literature Survey”, ACM CS 2022.
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Relational inductive biases

One way out is to embed such relational structure as an architectural bias into the processing.

Graph neural networks provide appropriate neural operators.

• Message-passing blocks allow for localizing the predictions
! conditioning on observations at related time series (neighboring nodes).

• Parameters are shared and the model can operate on arbitrary sets of time series.

[2] D. Bacciu et al., “A gentle introduction to deep learning for graphs”, NN 2020.
[3] M. M. Bronstein et al., “Geometric deep learning: Grids, groups, graphs, geodesics, and gauges” 2021.
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Spatiotemporal time series

Collections of time series

We consider a set ofN correlated time series, where each i-th time series is associated with:

• an observation vector xi

t
2 Rdx at each time step t;

• a vector of exogenous variableui

t
2 Rdu at each time step t;

• a vector of static (time-independent) attributes vi
2 Rdv .

time time

 

Capital letters denote the stacked representations encompassing theN time series in the
collection, e.g.,Xt 2 RN⇥dx ,Ut 2 RN⇥du .

[4] A. Cini et al., “Graph Deep Learning for Time Series Forecasting: A Comprehensive Methodological Framework” 2023.
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Spatiotemporal time series

Correlated time series

We assume a time-invariant stochastic process

xi

t
⇠ p

i
�
xi

t

��X<t,Ut,V
�

generating the data xi

t
for all i = 1 . . . N and t 2 N.

Note that the time series:

• can be generated by di�erent processes,

• can depend on each other,
• are assumed

homogenous, synchronous, regularly sampled.

time

Notation:

Xt:t+T = [Xt, · · · ,Xt+T�1]

X<t = [X0, · · · ,Xt�2,Xt�1]

! These assumptions can be relaxed, as we will discuss in the 2nd part.
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Spatiotemporal time series

Relational information

We assume the existence of functional dependencies between
the time series.

! e.g., forecasts for one time series can be improved by
accounting for the past values of other time series. time

Wemodel pairwise relationships existing at time step twith
adjacency matrixAt 2 {0, 1}

N⇥N .
• At can be asymmetric and dynamic (can vary with t).

! We call spatial the dimension spanning the time series collection.
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Spatiotemporal time series

Relational information with attributes

Optional edge attributes eij
t

2 Rde can be associated to each non-zero entry ofAt.

The set of attributed edges encoding all the
available relational information is denoted by

Et

.
= {h(i, j), eij

t
i | 8i, j : At[i, j] 6= 0}.

! For many applications,At changes slowly over time and can be considered as constant
within a short window of observations.
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Spatiotemporal time series

Spatiotemporal time series

 

time

We use the terms node and sensor to indicate theN entities generating the time series.
! We refer to the node set together with the relational information as sensor network.

The tuple Gt

.
= hXt,Ut, Et,V i contain all the available information associated with time step t.
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Spatiotemporal time series

Example: Tra�c monitoring system

Consider a sensor network monitoring the speed of vehicles at crossroads.

time

• X<t collects past tra�ic speedmeasurements.
• Ut stores identifiers for time-of-the-day and day-of-the-week.
• V collects static sensor’s features, e.g., type or number of lanes of the monitored road.
• E can be obtained by considering the road network.

– Road closures and tra�ic diversions can be accounted for with a dynamic topology Et.
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Spatiotemporal time series

Time series forecasting

Multi-step time-series forecasting

Given a window ofW � 1 past observations

Xt�W :t = [Xt�W , . . . ,Xt�1],

predictH � 1 future observations
xi

t+h
, i = 1 · · ·N, h = 1 · · ·H.

time

In particular, we are interested in learning a parametric model p✓ approximating the unknown
data distribution p

p✓

�
xi

t+h

��Xt�W :t,Ut�W :t+h,V
�

⇡ p
i
�
xi

t+h

��X<t,Ut+h,V
�
.

• ✓ is the model parameter vector.
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Spatiotemporal time series

Time series forecasting + relational inductive biases

Condition the model on the relational information Et�W :t

p✓

�
xi

t+h

��Gt�W :t,Ut�W :t+h,V
�

time

Gt�W :t

Forecasts

time

Xt:t+H

� The conditioning on the sequence of attributed graphs acts as a regularization to localize
predictions w.r.t. the neighborhood of each node.

13



Spatiotemporal time series

Point forecasts

For simplicity, we focus here on point forecasts, rather than the modeling of full data
distributions p, and consider predictive model

bxi

t+h
= F (Gt�W :t,Ut:t+h;✓)

where bxi

t+h
approximates, e.g., Ep

⇥
xi

t+h

⇤
.

Parameters ✓ can be learned by minimizing a cost function `( · , · ) (e.g., MSE) on a training set

b✓ = arg min
✓

1

NT

TX

t=1

`

⇣
cXt:t+H ,Xt:t+H

⌘

= arg min
✓

1

NT

TX

t=1

���Xt:t+H � cXt:t+H

���
2

2
.
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Spatiotemporal Graph Neural Networks

Spatiotemporal Graph Neural Networks

We call Spatiotemporal Graph Neural Network (STGNN) a neural network exploiting both
temporal and spatial relations of the input spatiotemporal time series.

time

G<t

t

STGNN Predictor

time

cXt:t+H

We focus onmodels based onmessage passing.
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Spatiotemporal Graph Neural Networks

Message-passing neural networks

To process the spatial dimension, we rely on themessage-passing (MP) framework

hi,l+1 = U�l
⇣
hi,l

, A���
j2N (i)

n
M��l

�
hi,l

,hj,l
, eji

�o⌘
, (1)

Where:

• M��l( · ) is themessage function, e.g., implemented by an MLP.

• A���{ · } is the permutation invariant aggregation function.

• U�l( · ) is the update function, e.g., implemented by an MLP.

Aggregation is performed overN (i), i.e., the set of neighbors of node i.

[5] J. Gilmer et al., “Neural message passing for quantum chemistry”, ICML 2017.
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Spatiotemporal Graph Neural Networks

Message passing in action

h1,l

h2,l

h3,l

h4,l

e21
e31

e41

M��21,l
M��31,l

M��41,l

Message

�  

Aggregate

h1,l+1

Update
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Spatiotemporal Graph Neural Networks

Spatiotemporal message passing

Starting from the MP framework, we can define a general scheme for spatiotemporal
message-passing (STMP) networks:

hi,l+1
t

= U�l
✓
hi,l

t
, A���
j2Nt(i)

n
M��l

�
hi,l

t
,hj,l

t
, ejit

�o◆

Rather than vectors, STMP blocks process sequences.

! STMP blocks must be implemented with operators that work on sequences!

We will look at di�erent implementations of STMP blocks in the following.

[4] A. Cini et al., “Graph Deep Learning for Time Series Forecasting: A Comprehensive Methodological Framework” 2023.
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Spatiotemporal Graph Neural Networks

A general recipe

We consider STGNNs can be expressed as a sequence of three operations:

hi,0
t�1 = E������

�
xi

t�1,u
i

t�1,v
i
�
, (2)

H l+1
t�1 = STMPl

⇣
H l

t�1, Et�1

⌘
, l = 0, . . . , L � 1 (3)

x̂i

t:t+H
= D������

⇣
hi,L

t�1,u
i

t:t+H

⌘
. (4)

Where:

• E������( · ) is the encoding layer, e.g., implemented by an MLP.

• STMP is a stack of STMP layers.

• D������( · ) is the readout layer, e.g., implemented by an MLP.
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Spatiotemporal Graph Neural Networks

Framework overview

xi

t�W :t

xj

t�W :t

...

E������

E������

ui

t�W :t, v
i

uj

t�W :t, v
j

hi,0
t�W :t

hj,0
t�W :t

STMPL

STMPL

STMP1

STMP1

MP between time series

hi,L

t�1

hj,L

t�1

D������

D������

ui

t:t+H

uj

t:t+H

x̂i

t:t+H

x̂j

t:t+H

...
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Spatiotemporal Graph Neural Networks

Design paradigms for STGNNs

Depending on the implementation of the STMP blocks, we categorize STGNNs into:

• Time-and-Space (T&S)
Temporal and spatial processing cannot be factorized in two separate steps.

• Time-then-Space (TTS)
Embed each time series in a vector, which is then propagated over the graph.

• Space-then-Time (STT)
Propagate nodes features at first and then process the resulting time series.

xi

t�W :t E������ STMPL

STMP1
D������ x̂i

t:t+H
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Spatiotemporal Graph Neural Networks / Architectures

Time-and-Space

In T&Smodels, representations at every node and time step are the results of a joint temporal
and spatial encoding

H l+1
t�1 = STMPl

⇣
H l

t�1, Et�1

⌘

Several options exist.

• Integrate MP into neural operators for sequential data.
– Graph recurrent architectures, spatiotemporal convolutions, spatiotemporal attention, ...

• Use temporal operators to compute messages.
– Temporal graph convolutions, spatiotemporal cross-attention, ...

• Product graph representations.
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Spatiotemporal Graph Neural Networks / Architectures

Example �: From Recurrent Neural Networks...

Consider a standard GRU [6] cell.

ri
t
= �

�
⇥r

⇥
xi

t
||hi

t�1

⇤
+ br

�
(5)

ui

t
= �

�
⇥u

⇥
xi

t
||hi

t�1

⇤
+ bu

�
(6)

ci
t
= tanh

�
⇥c

⇥
xi

t
||ri

t
� hi

t�1

⇤
+ bc

�
(7)

hi

t
=
�
1 � ui

t

�
� ci

t
+ ui

t
� hi

t�1 (8)

Time series can be processed independently for each node or as a single multivariate time
series.

[6] J. Chung et al., “Empirical evaluation of gated recurrent neural networks on sequence modeling” 2014.
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Spatiotemporal Graph Neural Networks / Architectures

...to Graph Convolutional Recurrent Neural Networks

We can obtain a T&Smodel by implementing the gates of the GRU with MP blocks:

Zl

t
= H l�1

t
(9)

Rl

t
= �

�
MPl

r

�⇥
Zl

t
||H l

t�1

⇤
, Et

��
, (10)

Ol

t
= �

�
MPl

o

�⇥
Zl

t
||H l

t�1

⇤
, Et

��
, (11)

Cl

t
= tanh

�
MPl

c

�⇥
Zl

t
||Rl

t
� H l

t�1

⇤
, Et

��
, (12)

H l

t
= Ol

t
� H l

t�1 + (1 � Ol

t
) � Cl

t
, (13)

These T&Smodels are known as graph convolutional recurrent neural networks (GCRNNs) [7].

[7] Y. Seo et al., “Structured sequence modeling with graph convolutional recurrent networks”, ICONIP 2018.

24



Spatiotemporal Graph Neural Networks / Architectures

Time-then-Space models

The general recipe for a TTSmodel consists in:

1. Embedding each node-level time series in a vector.
2. Propagating obtained encodings throughout the graph with a stack of MP layers.

1. hi,1
t

= S��E��
⇣
hi,0
t

⌘
2. H l+1

t
= MPl

�
H l

t
, Et

�

H0
t

S��E��
S��E��

S��E��
S��E��

�
H1

t
,A

�

MPL

MP2
MP1

HL

t
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Spatiotemporal Graph Neural Networks / Architectures

Full TTS model

S��E��
S��E��

S��E��
S��E��

MPL

MP2
MP1

STMP

E������ Ut�W :t

Xt�W :t E

D������Ut:t+H

cXt:t+H
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Spatiotemporal Graph Neural Networks / Architectures

Pros & Cons of TTS models

Pros: � Easy to implement and computationally e�icient.

� We can reuse operators we already know.

Cons: � The 2-step encoding might introduce information bottlenecks.

� Accounting for changes in topology and dynamic edge attributes can be
more problematic.
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Spatiotemporal Graph Neural Networks / Architectures

Space-then-Time

In STT approaches the two processing steps of TTSmodels are inverted:

1. Observations are propagated among nodes w.r.t. each time step using a stack of MP layers.
2. Each sequence of representations is processed by a sequence encoder.

1. Hi,l

t
= MPl

⇣
Hi,l�1

t
, Et

⌘
2. hi,L

t
= S��E��

⇣
hi,L�1
t�W :t

⌘

H
L�1
t�W :t

S��E��
S��E��

S��E��
S��E��

HL

t

MPL

MP2
MP1

H
i,0
t�W :t, Et�W :t

� They do not have the same computational advantages of TTSmodels.
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Spatiotemporal Graph Neural Networks / Architectures

Full STTmodel

S��E��
S��E��

S��E��
S��E��

MPL

MP2
MP1

STMP

E������ Ut�W :t

Xt�W :t E

D������Ut:t+H

cXt:t+H
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Coding Spatiotemporal GNNs

tsl: PyTorch Spatiotemporal Library

tsl (Torch Spatiotemporal) is a python library built upon PyTorch and
PyG to accelerate research on neural spatiotemporal data processing
methods, with a focus on Graph Neural Networks.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Notebook
Spatiotemporal Graph Neural Networks with tsl

Open in ColabOpen in Colab

80

https://torch-spatiotemporal.readthedocs.io/
https://pytorch.org/
https://pytorch-geometric.readthedocs.io/en/latest/
https://colab.research.google.com/drive/1F510uMFU1_j86R7u873lqZ4u3Oa-qC_L?usp=sharing
https://colab.research.google.com/drive/1F510uMFU1_j86R7u873lqZ4u3Oa-qC_L?usp=sharing
https://colab.research.google.com/drive/1F510uMFU1_j86R7u873lqZ4u3Oa-qC_L?usp=sharing
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